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Introduction

Helen Westcott and Nicky Brace

Why do some individuals experience stress when others in the same circumstances do not? How has learning theory been applied to treatment for post-traumatic stress disorder (PTSD)? What are the psychological explanations for autism? Are police officers better at detecting lies than the rest of us? How is social cognition and memory research relevant to interviewing witnesses to crime? What social psychological theories can explain computer-mediated communication? Does psychoanalysis inform our understanding of how we relate to others at work?

You will find the answers to these questions and a multitude of others in Book 3, Applying Psychology, which is your final study block of the course. Soon you will need to decide which questions you are most interested in, as you are required to read only two of the seven chapters. To help you make that decision, we would here like to introduce you to the different chapters and to the volume as a whole. You will see that this book is concerned with the application of psychological theories and research methods to problems that are everyday ones for some individuals.

In response to the book’s title, Applying Psychology, you may be thinking that the psychology you have already been studying in this course is relevant to all our daily lives and experiences as human beings – memory, language, identity and consciousness being just some of the examples that you have already encountered. The topics in this book, however, are more obviously linked to the practical application of psychology, and you may be surprised by the extent to which psychology can be applied to our everyday lives – in the workplace, for example, through topics such as computer-mediated communication (Chapter 6) or relationships at work (Chapter 7). In addition, the topics reveal what professional applied psychologists do in their work; for example, how health psychologists and occupational psychologists have contributed to our understanding of stress (Chapter 1); how forensic psychologists have assisted the interviewing of a child witnesses (Chapter 3); and how clinical psychologists have approached PTSD (Chapter 2).

Through exploring psychology in these applied contexts, our overriding aim is to enable you to see how psychologists have drawn widely on different knowledge bases, perspectives and methods to facilitate our understanding of complex issues. In Books 1 and 2, the focus was on the perspectives themselves, and how they relate to each other. In Book 3, however, the chapters are problem-centred, and show how psychologists have worked
within these perspectives to further our understanding of different problems and issues. You will realize, reading these chapters, that everyday issues are ‘messy’, and that psychologists addressing problems often need to be eclectic and pragmatic in drawing upon research and theory. You will also see how professional psychologists draw on multiple perspectives and on data using multiple methodologies. In brief, then, you will find out how the psychology you have already learned can be addressed to applied issues.

The content

The seven topics presented here (see below) act as a bridge for you as a psychology student in two ways. The first is as a bridge between your experience of psychology as an academic subject and of psychology as a professional vocation. Many students choose to study psychology because they have personal experience of a particular problem, or of the psychology profession, or because they are interested in a vocation as a clinical, occupational, forensic, or educational psychologist. Although in this book we have not set up explicit discussions of specific professional strands, such as clinical, occupational and forensic psychology, the chapter topics come under the umbrella of one or more of these professions. This can be seen in the table below which is similar to the one to be found in your Study Guide. This first bridge, therefore, is to insights into some of the issues, approaches and methods that a psychologist in these professions might encounter and employ.

<table>
<thead>
<tr>
<th>Psychology profession</th>
<th>Clinical/Health</th>
<th>Occupational</th>
<th>Forensic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress (Chapter 1)</td>
<td>Stress (Chapter 1)</td>
<td>Witness evidence and identification (Chapter 3)</td>
<td></td>
</tr>
<tr>
<td>PTSD (Chapter 2)</td>
<td>Computer mediated communication (Chapter 6)</td>
<td>Telling and detecting lies (Chapter 4)</td>
<td></td>
</tr>
<tr>
<td>Autistic spectrum</td>
<td>Relationships at work (Chapter 7)</td>
<td>PTSD (Chapter 2)</td>
<td></td>
</tr>
</tbody>
</table>

The second bridge we provide is to a more varied form of academic writing. This will prove beneficial if you go on to further psychological study with the Open University or elsewhere. Many of the contributors to Applying Psychology are employed in other academic institutions, as well as being practising psychologists in one or more of the applied professions. Although we have worked with them in the production of their chapters, we have deliberately not sought to make all the chapters similar in writing style or
tone, since you will need to be able to deal with such variations as your studies in psychology progress. You will also find that these chapters are more extensively referenced than those of Books 1 and 2. Again, this is in order to prepare you for reading original source material in psychology, which you will be doing as part of the assignment associated with this book (see your TMA Booklet), and in your future studies.

A simple glance down the contents page will tell you that we have included seven very different and interesting chapters in this book. As you can imagine, ‘applied psychology’ covers such diverse and broad interests that it would be impossible to give you a complete range of topics to choose from. However, we have selected topics that can stand alone as interesting in their own right, and which can complement each other in different ways, such as by contributing to the same profession as shown in the table above. Your Study Guide outlines some other links that can be made across chapters, such as issues of diagnosis and labelling in Chapters 1 (stress), 2 (PTSD) and 5 (autism).

Chapter 1, by Mary Hanley, reviews the topic of stress. Almost everyone of us feels stressed at some time in our lives, yet what complexities lie beneath a term that is used casually and often? This chapter looks at the different factors that are involved and at how stress may affect our work and our health. You will encounter a number of links back to Chapters 2 and 4, the evolutionary and biological psychology chapters in Book 1.

In the second chapter, Tim Dalgleish focuses on stress in the specific and clinical sense of post-traumatic stress disorder (PTSD). At first sight, it may seem odd to have two chapters on apparently similar topics in our volume, but you will quickly see that some quite different theoretical and treatment issues are raised by the concept of PTSD. Among the earlier chapters drawn upon, you will particularly notice discussion of psychometrics (Book 1, Chapter 5), conditioning (Book 1, Chapter 3) and psychoanalysis (Book 1, Chapter 9).

We write ourselves, in Chapter 3, on psychological factors in witness evidence and identification. Perhaps you have yourself witnessed a crime or been asked to make an identification – even if only when watching a television programme aimed at obtaining assistance from viewers in the solution of crimes. How do you think you would react to witnessing a crime, to subsequent interviews, and to an identification parade? In writing this chapter, we have made particular links to chapters in Book 1 on personality (Chapter 5), perception and attention (Chapter 6), perceiving and understanding the social world (Chapter 7), and memory (Chapter 8).

Aldert Vrij discusses telling and detecting lies in Chapter 4. You may be surprised to learn the extent to which people are revealed to lie on a daily basis, and also that Vrij argues that there are no differences in the underlying
psychological processes of ‘professional’ liars (such as serial criminals) and the regular man or woman ‘in the street’. Relevant material from earlier in the course includes that on theory of mind (Book 1, Chapter 2), memory (Book 1, Chapter 8) and biological processes (Book 1, Chapter 4).

Chapter 5, by Ilona Roth, looks at autistic spectrum disorders that you may have already read about in the media, or know through contact with a person who has autism. Roth considers the complexities underlying its origins as well as the treatment programmes that have been devised. You will find a multitude of links back to material in Book 2: the Introduction, lifespan development (Chapter 1), language (Chapter 2), consciousness (Chapter 4) and dyslexia (Chapter 5). In addition, there are many links to Book 1, including the Introduction, identities (Chapter 1), evolutionary psychology (Chapter 2), learning theory (Chapter 3), biological psychology (Chapter 4), perception and attention (Chapter 6), and memory (Chapter 8).

In Chapter 6, Adam Joinson and Karen Littleton reveal the extent to which social psychological processes can be drawn upon to explain relatively modern developments in computer-mediated communication, such as the Internet, and consider the potential of using computers in education. You will come across links to identities (Book 1, Chapter 1) and learning (Book 1, Chapter 3), as well as to person perception (Book 1, Chapter 7).

Finally, Rebecca Lawthom considers relationships at work in Chapter 7. She offers a historical analysis of how the focus of research in this area has changed over the years, from the early work on leadership to the more recent research on workplace bullying. Links are made to identity and group behaviour (Book 1, Chapter 1), to person perception (Book 1, Chapter 7), and to the psychoanalytical approach (Book 1, Chapter 9).

Sensitivity to methods, ethics and subject matter

The chapters have a very explicit focus on discussing methodological and ethical concerns. You have already developed some skills in evaluating psychological theory and research as you have worked through the course, and such skills are even more important when the decision whether or not to proceed with a particular practical application can depend on your evaluation of its likely impact. However, greater attention to methods and ethics does not simply equate with better research and interventions, as you will see. In their attempts to improve on research design, or to counter ethical constraints in innovative ways, researchers inevitably invite new or different criticisms.

All the topics presented in Book 3 are associated with complex methodological and ethical concerns, and typically the chapters discuss the
two hand-in-hand rather than separately. This reflects the interrelationship between methods and ethics which psychologists confront in the planning and execution of their research. In some cases, you may not be satisfied with the approaches or compromises that the psychologists involved have decided upon. Some of the studies in our chapter, for example, have attempted to simulate painful or intimate experiences children may have had (e.g. abuse) in order to study children’s reports of such experiences experimentally. You may feel disquiet with such research, or perhaps even feel that some topics such as these are ‘unresearchable’, especially using the experimental method. On the other hand, you may decide that the practical implications, in the sense of benefits for other children (and adults) that have resulted from such studies, do justify the approach researchers have taken. For example, best practice guidelines for interviewing abused children have been implemented. There are no easy ‘right or wrong’ answers to dilemmas like these, and part of your development as a psychologist is to start recognizing what you feel is appropriate and acceptable in these areas.

Any book that addresses psychological problems and applied areas of research will inevitably cover research that attempts to explain difficult personal problems and sensitive issues. We have included a box at the beginning of each chapter that identifies issues that are likely to be particularly sensitive, and every chapter has an extensive contents page. We cannot judge for every student what might be perceived as sensitive issues, but these introductory sections attempt to indicate clearly what material is included, and you should base your choice of reading on what you feel you can deal with, as well as what interests you.

Whichever chapters you select for the two course weeks and TMA associated with Book 3, we hope that you enjoy them and that this applied dimension will expand and enrich your study of psychology. We would encourage you to read all the chapters in Book 3, perhaps after the course has finished, so that you can broaden your psychological horizons and hone your critical reading skills still further. Maybe this book will even whet your appetite for a future career as an applied psychologist. But for now, all that remains is for us to wish you a stimulating and enriching read.
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This chapter offers a review of issues relating to the concept of stress. You may find some personal resonance with the concept of stress as a whole, or with the case examples that are discussed. These include being a student, work and bereavement as stressors, and cardiovascular disease as a response to stress.
Aims

This chapter aims to:

- consider what psychologists mean by the term ‘stress’
- examine what happens to the physiological processes in the body when someone becomes stressed
- outline key sources of stress and factors which might mediate the experience of stress
- discuss some of the main consequences of stress on work and on health
- explore the contribution of work by health and occupational psychologists to the study of stress.

1 Introduction

Debbie is 22 years of age and lives in Leeds. She is currently living in a tiny flat which is damp and has no private bathroom or toilet, and is waiting to be placed in permanent accommodation by the Social Services Department. Debbie is eight months pregnant and already has a child of four years. She is no longer with either of the fathers and does not receive any financial assistance other than that provided by the government. She does not drive or have access to a car and the bus service is poor in the area she lives in; she is unsure how she will manage when the new baby arrives in four weeks time. Debbie believes that there is a great deal of stress in her life.

Nancy is a singer in an internationally famous pop group. She recently married her long-term partner who is a successful film actor. Nancy and her husband are regularly seen at society parties and entertain frequently with the assistance of a wide range of domestic staff. The couple own houses in London and New York and often travel between the two. Nancy said in a recent magazine interview that she found her lifestyle very stressful.

Of all the concepts examined within the discipline of psychology, stress is possibly the one with which most people in the general public will be familiar. In fact, no less than 17,000 research papers were published on stress between 1988 and 1999 (Cassidy, 1999). The popularity of the concept is also reflected in everyday life, and people will often talk about ‘suffering from stress’ or ‘being put under stress at work’. Indeed, some people would argue that ‘stress’ is referred to much too readily as an ‘excuse’ for failure to fulfil responsibilities. However, despite the wide recognition and use of the term,
a common understanding of what exactly is meant by stress is less readily available, with the same term meaning different things to different people. As you can see from the two case examples above, Debbie and Nancy are two women whose lives have taken very different directions; however, they both believe that there are characteristics of their particular lifestyles which are stressful for them.

**Activity 1.1**

Make a list of any events or situations that you have found stressful in the last two weeks. Looking at your list of stressful events, which items do you believe that most people would find stressful? Have you included any items in your list that you think other people might not find particularly stressful, or might even enjoy?

Clearly stress is a very individual concept. While there are certain events that are generally considered stressful (e.g. the death of a partner or close friend), the things that you find stressful may not affect others in that way. Similarly, you might feel quite relaxed about situations in life that other people find to be a considerable source of stress. However, when a person does experience stress, it does not only have an effect on their performance in the short term. Research suggests that ongoing minor stress can have a significant impact on a person’s health more generally, with people who experience ongoing high levels of stress being at increased risk for illness such as coronary heart disease, hypertension and ulcers. Therefore, stress and its consequences are important issues in both public and academic consciousness. As a result of its impact on health, stress is considered to be a central concept in the field of health psychology (Friedman, 1992). However, stress research is not only confined to this field and psychologists from other fields contribute to our understanding and management of stress and its consequences. For example, occupational psychologists are increasingly involved in the study of stress, particularly where the source of stress is work-based or when the effects of stress impact on the quality or the efficiency of a person’s work performance. We are now starting to see health and occupational psychologists working together to understand stress more fully at both the individual and the organizational level.

This chapter will describe some of the findings of the research conducted by health and occupational psychologists. We shall see that in order to understand stress and its consequences more fully, we need to be able to answer questions such as: What makes an event stressful? Why do some people become stressed by a particular event while others take it in their stride? How does stress affect our work and our health? How can we use this information to deal with stress more effectively?
2 What is stress?

2.1 What is meant by the term ‘stress’?

While many people feel that stress is very much a phenomenon associated with modern life, there is evidence that the term has been used, often in similar ways, for over 600 years (Cassidy, 1999). Recorded use of the term ‘stress’ dates back to the fourteenth century when it was used to refer to hardship, straits, adversity or conflict (Lazarus and Folkman, 1984). In the late seventeenth century, it was more commonly used in the physical sciences and engineering to describe the degree to which a structure (e.g. a bridge) could withstand pressure. The impact of this pressure on the structure was considered to be a stress-related outcome. Stress was incorporated into medicine in the modern sense in the 1920s by Walter Cannon and his successor Hans Selye, a Canadian endocrinologist, who, as you will see later in this chapter, used the term to help explain the physiological response to negative life events. Indeed, it was Selye who helped establish stress research within the domain of the social sciences by giving an invited address to the American Psychological Association in 1955 (Lazarus and Folkman, 1984).

However, as noted earlier, despite the fact that stress is a widely recognized concept with a long history, when you ask people to define the term the answers you get may be very different.

Activity 1.2

How would you define stress?

Look at the types of definitions given below and decide which one is closest to your definition of stress.

In general, definitions of stress fall into one of three categories.

For some people, stress refers to something that happens in the environment or in a person’s life, such as work-overload, failing an exam, moving house, or studying for a degree, which makes more demands than the individual feels that they can comfortably meet. This type of event is often referred to as a stressor. Although a wide range of life events can be considered to be potential stressors, the important factor in determining whether an event is stressful or not for a particular individual is their perception of their ability to meet the demands of the life event.

Alternatively, people may think about stress as the response they feel as a result of coping with demanding life events, such as being over-tired, lacking
energy, having sleeping problems, or feeling depressed, and this is what is usually meant when people say they are suffering from stress. For these people stress may be defined as the response a person has to the challenges of life (e.g. distress).

The third way in which people may describe stress, and this is the approach currently used by most psychologists in this area, refers to an interaction between the first and second definition. Specifically, stress refers to a process in which some event occurs in your life (i.e. a stressor) which you fear you do not have the ability to cope with. As a result, you exhibit a range of behavioural responses that cause you distress. This approach is evident in a *transactional model of stress* which considers:

- factors associated with the individual and their environment
- the source of stress
- the response to the situation.

A transactional model is the most popular current understanding of what psychologists mean by stress. This is because it takes into consideration the wide range of factors that may influence how a person copes with the demands of everyday life. So, instead of saying that a particular event is universally stressful (and this is rarely the case), it considers that any event is potentially stressful; whether or not it is ultimately stressful for any one individual is likely to be mediated by a range of factors in the person’s own life.

The model shown in Figure 1.1 may help you to appreciate the wide range of factors that can play a role in mediating our response to a stressor.

---

*Figure 1.1* A transactional model of stress (Source: adapted from Sherdan and Radmacher, 1992, p.149)
In a transactional model of stress, there is no suggestion that any life event is inevitably stressful; rather it suggests that when an event occurs your reaction to it will depend on your appraisal of the situation. When confronted with an event you make a primary appraisal; i.e. ‘does this event present a threat to me at this time?’. If you conclude that it does not then you will not experience stress. If it does, however, whether you will experience stress or not depends on your secondary appraisal; i.e. ‘what resources do I have to cope with this situation?’. For many people, the resources that they have available (e.g. personality characteristics, social support, financial resources) will be sufficient to allow them to cope effectively with the stressor. However, some people may not perceive themselves to have sufficient resources available to deal with the problem and as a result they experience a response that we would typically refer to as a ‘stress response’ (Sheridan and Radmacher, 1992). Thus, no event can be identified as a stressor outside of a person’s appraisal of the event. We will return to the important subject of cognitive appraisal later in the chapter.

On the basis of your appraisals you will then experience a short-term reaction. This may be: no overall change in state; a positive effect such as increased motivation; or, what we most commonly associate with a stressful life event, a negative effect which may result in short- and/or long-term consequences.

Looking at stress using the transactional model can help to explain why two people undergoing the same event may have very different responses. Just as no two people are the same, no two people will have exactly the same response to a stressor. Think again about the list you made earlier of the things that caused you stress during the past two weeks. You probably noticed that some of the things you mentioned may not have been a source of stress for everybody. In fact, for some people, some of the events that you have listed may be a positive experience and may act as a strong source of motivation. Therefore, it is important to recognize that the relationship between a negative life event and stress is not direct, rather it is moderated by a range of individual and contextual factors. It is these factors that will determine whether you experience stress, have a positive or negative response to the event, or, indeed, decide that the event has no effect on you in any direction.

2.2 The physiology of stress

What impact does stress have on the physical processes of the body? To address this question we can look back at prehistoric humans. When humans first evolved, their lifestyle was obviously very different from the lifestyles that we have today (see Book 1, Chapter 2 on evolutionary psychology).
Activity 1.3

Make a list of the kind of things that you think might have been stressful in the prehistoric period.

Comment

You probably said something like being chased by a predator or trying to find shelter or warmth. How does this list compare to the one you made earlier about your life now? Prehistoric stressors were often very different from stressors typical in today’s life, such as worrying whether there is a conspiracy against you at work, sitting in a traffic jam, or trying to juggle the various demands of family life, work and childcare on a daily basis. In Western societies we are rarely in extreme physical danger or need – our stress is typically psychological in origin. However, despite the fact that the causes of stress are very different for modern humans, the physiological reactions of the body are the same as in the prehistoric period.
Let us consider what might have happened when a prehistoric human was being chased by a predator. When the body detects an emergency or a source of stress the sympathetic branch of the autonomic nervous system is activated. This stimulates a number of changes to the normal functioning of the body in a way that would have helped the prehistoric human to adapt to the source of stress. These changes include:

- increase in heart rate and blood pressure
- constriction of blood vessels in some areas of the body
- increase in blood sugar level
- redirection of blood flow away from extremities towards major organs
- breathing changes to become faster and deeper
- digestion stops or slows
- sweating increases.

(Carlson et al., 1997, p.565; Toates, 2001, pp.348–9)

These changes take place because the body is starting to prepare itself to respond to the threat. They are mediated by neurohormonal changes, including the production of two hormones, termed adrenaline and noradrenaline, from the adrenal glands. These glands are located just above the kidneys. The two hormones circulate in the bloodstream and target such organs as the heart, in this case increasing its beating. This process was described by the physiologist Walter Cannon as the **fight-or-flight response** because it physically prepares the body to stay and respond to the threat or to evade it – fight or run away (Cannon, 1929). In addition to this response by the sympathetic nervous system, there is another neurohormonal system involved. Detection by the brain of a challenge or threat causes a sequence of actions that leads to the increased secretion, also by the adrenal glands, of a class of hormones termed ‘corticosteroids’. In humans, an important member of this class is cortisol. These hormones help to prepare the body for action and conflict by increasing the release of fuels (e.g. glucose) from stores in the body. These fuels can be used by the cells as a source of energy.

What actually happens in the body to make this response occur? Cannon believed that anything which upsets the homeostatic balance of the body may be regarded as a stressor. (You will remember a discussion on homeostasis from Book 1, Chapter 4 on biological processes.) The fight-or-flight response is highly adaptive in some stressful situations because it mobilizes the organism to respond quickly to danger; for our prehistoric ancestors, therefore, it was associated with survival. The degree to which such a response is adaptive in modern society, however, is questionable. While this response may be useful in the short term, the body cannot sustain it for long without harming your health. In many cases this does not pose a significant problem, as illustrated by the following example. A source of stress presents
itself (e.g. you see your bus about to leave the bus stop 10 metres away) and you take advantage of the physiological changes taking place in your body to respond to the threat (i.e. you start running to catch the bus). As a result, the threat is eradicated (you manage to catch the bus) and your physiology returns to normal.

But what happens when the source of stress is chronic or ongoing (e.g. unreasonable boss at work; frequent arguments with your partner)?

Have you argued with someone and found your heartbeat increasing (as a result of an increase in adrenaline)? This is a typical stress response, which may be useful if you have to run away, but you may find it far less helpful when trying to present a reasoned argument.

In such cases, the physiological changes associated with the stress are, in general, no longer adaptive, and they can in fact have a significant negative impact on your health. These effects were demonstrated quite clearly by Hans Selye (1956) in a series of animal experiments which examined the health consequences of prolonged exposure to stress. Based on a series of studies of rats who were exposed over a prolonged period of time to a wide variety of stressors (e.g. hormone injections, exposure to heat and cold, electric shocks, X-radiation), Selye found that the rats had developed a range of physical disorders including peptic ulcers, enlarged adrenal glands and shrunken immune tissue. Selye argued that a similar result could be seen in humans.

There are ethical issues surrounding the use of animals for such research. It is important to remember that these studies were carried out in the 1950s, and were not constrained by the ethical guidelines in operation in psychology today. While they are useful in helping us to understand how animals respond to physical stressors, there is some question as to whether we can generalize these findings to explain the human response to psychological stress. It is also highly unlikely that such experiments would be replicated today, given the current guidelines that researchers have to adhere to.

When confronted with a stressor the body’s response can be divided into three stages. The first stage, alarm, corresponds to the initial response to stress in which the body’s defences are mobilized, preparing the body for fight-or-flight. In the second stage – resistance – the body starts to adapt to the stressor, but some of the physical changes are maintained. It is the maintenance of such physical changes that are thought to lead to the development of diseases such
as coronary heart disease or hypertension – Selye termed them ‘diseases of adaptation’. The final stage of adaptation is exhaustion, in which, confronted by prolonged stress, the body’s ability to resist eventually breaks down and a person may become ill. Selye termed this process the general adaptation syndrome (GAS).

The GAS is probably easier to understand if you think about what happens when someone moves into a job that causes stress (see Figure 1.2). As you can see, while becoming a ‘workaholic’ may help them adjust to the high workload in the short term, as a technique for managing stress in the longer term it can, in fact, be counterproductive.

![Figure 1.2](image)

Figure 1.2 An example of the general adaptation syndrome

While the physical responses that accompany stress may be adaptive and may have been useful for prehistoric humans or any other animal that may experience being attacked by a predator, they are less useful for a modern human who has the same physiological response but who is now sitting in an office having been reprimanded by his/her manager. Similarly, prehistoric stress is more likely to have been short-term, whereas modern day stress is much more likely to be ongoing, and not linked to a physical threat but rather a psychological one (e.g. fear of failure, relationship problems, performance anxiety). Such threats do not respond well to a racing heart or high blood pressure. Understanding the body’s response to stress helps to explain why zebras don’t get ulcers but people do! (Sapolsky, 1998)

### 2.3 Criticisms of Selye’s work

While the basic premise of Selye’s theory has been highly influential in our understanding of stress, specific aspects of the GAS have been heavily criticized. A primary criticism has surrounded the issue of the commonality of the stress response. Mason (1971, 1975) has argued that the body does not have a uniform response. It has also been suggested that in the model there is a lack of appreciation of the psychological elements which mediate the cognitive
appraisal of a threat. Specifically, the model does not account for why two people may react in very different ways to the same stressor – with one person becoming ill and another appearing to flourish. Basically, the model in its current form lacks a recognition of psychological variability and ignores the role of cognitive appraisal in mediating the stress response. In other words, we need to understand the subjective judgements someone makes about a situation in order to understand whether or not that particular individual will find it stressful. Consequently, as we shall see in more detail later, any full understanding of stress needs to consider the interaction between the thought processes of the individual and contextual factors in moderating potentially stressful events.

Summary Section 2

- The concept of stress is now part of everyday life and most people have some understanding of what it signifies.
- The psychological changes that accompany stress are underpinned by a range of physiological changes orchestrated by the autonomic nervous system which adapt the body to respond efficiently to the perceived threat in the short term.
- While such physical changes may have had evolutionary importance they are less useful in helping us to adapt to the stressors in our lives today, and as a result the physical reaction to ongoing stress may lead to problems with physical health.
- Cognitive appraisal is a key factor in understanding individual variability in response to a potential stressor.

3 Some sources of stress

Since stress can have such a major impact on a person’s life, careful consideration should be given to identifying sources of potential stress. However, this sounds easier than it is in practice, since stress is a highly individual experience. Consequently, when we are trying to identify sources of stress in a person’s life, it is important to recognize that this will be highly influenced by factors such as the person’s point in their lifecycle, their personal circumstances, their personality and coping mechanisms.

Lazarus and Cohen (1977) identified three classes of stressors that may influence a person’s life. First there are *cataclysmic stressors* – major life events which happen to several people or whole neighbourhoods at the same time, e.g. a bomb, flooding, or major violent attack. (See Chapter 2 of this volume for
an account of how such traumatic events may impact upon an individual.) Such stressors typically have a low incidence rate but for those who are affected they are a particularly acute source of stress. These events are characterized by their unpredictability and the powerful impact they have on the community. Coming to terms with such stressors may be difficult but can be facilitated by high levels of social support through community or government intervention.

Cataclysmic stressors are typically a less common source of stress for most people than are the second class – personal stressors. Personal stressors typically affect individuals or small groups of people at any one time (e.g. families) and include things such as a death, loss of job, bankruptcy, unemployment, divorce or breakup of a long-term relationship. The extent to which this type of stressor is predictable varies and this will have an impact on the consequences of the event. For example, the death of an elderly relative after a long illness will not necessarily have the same consequences as the sudden and unexpected death of a young mother. The coping efforts which are required as a result of personal stressors are mediated by background factors such as the predictability of the event and the support mechanisms available to the people involved (Sheridan and Radmacher, 1992).

The final type of stressors identified by Lazarus and Cohen are background stressors or daily hassles. These refer to the small but persistent problems that irritate and distress people (Lazarus and Folkman, 1984). Such stressors typically have a high incidence and can affect many people: e.g. a noisy workplace, a bullying or inconsiderate manager, lack of appropriate facilities at work, children leaving clothes lying around the house, someone not washing up their dirty dishes, children kicking a football endlessly outside the door, always being in a hurry because of having too many things to do, regularly driving in heavy traffic, noisy neighbours – the list is endless. It is important to recognize that if these background stressors are not satisfactorily resolved (i.e. they become chronic) they may lead to a range of stress-related problems.

In order to understand more fully how everyday experiences may result in stress, the following subsections will examine in greater detail three areas which you may have listed as a source of stress to you – being a student, work, and bereavement. You will see that individuals do not respond to these in the same way; later in the chapter we will explore how individual differences are an important consideration.

### 3.1 Being a student

While the opportunity to study for a degree is an exciting challenge for many students, for some the process can also be a potential source of great stress (Stone and Archer, 1990). This may be the case particularly for mature students. Compared with their younger counterparts, who come into higher education directly from school or sixth-form colleges, mature students are more likely to
have additional responsibilities and commitments such as an ongoing stable relationship, a mortgage, or family responsibilities, which will probably place greater demands on them. Mature students do not necessarily experience more stress than younger students and the sources of stress may be different – for example, mature students have reported enjoying going to classes and doing homework more than traditional students – but their greater responsibilities at home are potentially a significant source of additional stress (Dill and Henley, 1998; Harris and Brooks, 1998).

Are you finding studying for a degree stressful? Which factors do you find to be a particular source of stress, and how have you adapted your lifestyle to help manage such stressors?

In addition to the stressors outside of academic life (e.g. health problems, managing family life), research indicates that some students find a range of activities associated with higher education study a source of stress. Areas of potential stress for students typically fall into a number of categories: academic (e.g. feeling overwhelmed by coursework); vocational (e.g. identifying a future career path); personal–social (e.g. problems making friends, loneliness, emotional problems); and financial (e.g. working part time outside of college) (Dunkel-Schetter and Lobel, 1990). Not surprisingly, academic concerns and emotional state would appear to be a particular source of stress for many students (Monk and Mahmood, 1999). Between one third and one half of students in another study said they experienced stress ‘often’ or ‘very often’ during their time at university (Dunkel-Schetter and Lobel, 1990).

In order to manage stress when studying for a degree, it is recommended that students actively develop their coping strategies in order to deal more effectively with academic pressure. This can be achieved in a number of ways and support mechanisms are often available from the institution (see Box 1.1).

### 1.1 Ways to manage stress

Advice given as part of a student support package at one institution in the UK (University College, Northampton, 2000):

- **Balance work and play.**
- **Relax and pamper yourself on a regular basis.**
- **Avoid sugary foods and caffeine (fizzy drinks, coffee, tea, ‘energy’ drinks) as these can impair concentration, leave you jittery and keep you awake too long.**
- **Eat healthily, e.g. fresh fruit, vegetables and pasta.**
- **Cut down on alcohol, which can interfere with sleep patterns, and cigarettes, which speed up the heart and increase blood pressure.**
3.2 Work and the workplace

Work and the characteristics of the working environment can be among the most potent stressors in a person’s everyday life. Often this stress can be a result of minor, short-term problems (e.g. a relocation of office, technology failure, a busy period of the year), but sometimes the stressor can be more enduring (e.g. poor relationship with line manager/co-workers, job insecurity, very demanding job, too much responsibility or a perception that you are being passed over for promotion). Occupational stress occurs when the demands of a person’s job tax or exceed the person’s adaptive resources (Lazarus and Folkman, 1984). Cary Cooper has extensively investigated the sources of stress in people’s lives, and has focused in particular on the sources of such stress within the work environment. He and colleague Valerie Sutherland have concluded that there are five major categories of stress at work (see Table 1.1). The exact type of stress that a person may experience will be determined by the nature of their job.

Table 1.1 Sources of stress at work

<table>
<thead>
<tr>
<th>Source of stress</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress in the job itself</td>
<td>Workload, physical conditions (e.g. noise, vibration, temperature, lighting, hygiene), low decision latitude, shift work, working long hours, new technology, repetitiveness/monotony, travel, exposure to risk.</td>
</tr>
<tr>
<td>Role-based stress</td>
<td>Role conflict (e.g. having conflicting demands from different people in the company, doing tasks that you do not consider to be part of your job, or being involved with a job that conflicts with personal values or beliefs), role ambiguity (e.g. when you do not have adequate information to carry out your tasks, or you do not understand or realize the expectations associated with that particular role), responsibility (i.e. for people or resources).</td>
</tr>
<tr>
<td>Relationships with others (e.g. supervisors or colleagues)</td>
<td>May include factors such as: abrasive personalities, leadership style, group pressure, social density (e.g. overcrowding), or status incongruence.</td>
</tr>
<tr>
<td>Career development</td>
<td>Over-promotion, under-promotion, lack of job security, career status.</td>
</tr>
<tr>
<td>Organization structure and climate</td>
<td>Restrictions on behaviour, political and cultural climate of the organization (e.g. a ‘blame’ culture).</td>
</tr>
</tbody>
</table>

Source: Sutherland and Cooper, 1990, p.25
Activity 1.4

Do the categories in Table 1.1 also apply to you? What about the sources of stress you may be experiencing as a result of your studies? Indicate below the categories that apply to you.

<table>
<thead>
<tr>
<th>Source</th>
<th>YES/NO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress in the work itself</td>
<td></td>
</tr>
<tr>
<td>Role-based stress</td>
<td></td>
</tr>
<tr>
<td>Relationships with others</td>
<td></td>
</tr>
<tr>
<td>Career development</td>
<td></td>
</tr>
<tr>
<td>Organization structure and climate</td>
<td></td>
</tr>
</tbody>
</table>

The fact that there are so many potential sources of stress at work does not, however, explain why some people seem to cope very well when other people seem overwhelmed very easily. To explain such individual differences in response to stress at work we need to think again about the transactional model of stress presented in Section 2.1. Stress at work, like stress in any other domain of life, can only be understood from an individual perspective. Therefore, characteristics of the work environment are often made stressful by the way in which we appraise them.

In addition to the characteristics of the job itself, there are other factors associated with working life that may cause a person to experience stress. For example, shift work, which includes working during the evening or night-time hours, can be a potential source of stress (Violanti and Aron, 1994). For many occupations (e.g. healthcare, police work, air-traffic control) it is essential that personnel are available 24 hours per day, and, consequently, for such workers shift work is an inevitable part of the job. However, work-related stress would appear to have a significant impact on the lives of these individuals. For example, a review of research examining the health consequences of shift work indicated that shift workers were found to have a 40 per cent increase in the risk of cardiovascular disease compared to non-shift workers (Boggild and Knutsson, 1999). Clearly for at least some individuals, the timetable of employment may act as an additional stressor to the type of work being carried out.

For some people stress may result from the multiple roles they have to fulfil, of which their job is only one aspect (see Box 1.2).
1.2 Fulfilling multiple roles

Tingey and colleagues (1996) examined stress experienced by women who were attempting to combine the role of mother and worker. In this study 72 women aged between 19 and 58 years were interviewed. Women were selected on the basis of having multiple roles – as a worker and as a caregiver of a child under the age of 18 years. All the women in the study had a partner who was also in employment. The women completed a rating scale that looked at their perceived stress levels and answered questions on a range of topics including: satisfaction with childcare arrangements; household duties; employment status; and overlap between working and family life (such as taking work home). Results from the study suggested that high levels of stress were associated with dissatisfaction with childcare arrangements and an overlap between a partner’s work and family life. Furthermore, having a sense of control over the situation was a key determinant of whether these working mothers experienced stress: those who felt they had more control over their situation were less likely to report high levels of perceived stress. This finding is not unique to women – working fathers also experience stress as a result of conflicts between the needs of the individual, the family and the workplace (Berry and Rao, 1997).

Finally, it is important to remember that while being a worker can be a source of stress, so can being unemployed or retired, with the changes that extra spare time and a likely decrease in income can bring to a person’s life (e.g. Cohen et al., 1998).

3.3 Bereavement

The death of a spouse, partner, parent or child is commonly recognized as one of the most stressful of life events. The first six months of adjustment are perhaps the most difficult for the bereaved, with research indicating that rates of depression increase substantially during this period. There is also evidence of a slight increase in the rates of both death and disease among people who are grieving (e.g. Stroebe et al., 1993). The mechanisms through which bereavement affects health are, however, less clear. It may be the case that people who are in the process of grieving are more likely to engage in a range of behaviours which put their health at risk, such as not eating properly, having poor sleeping patterns, or increasing their alcohol and drug consumption. Alternatively, it may be the case that the increase in mortality and morbidity is linked to the decrease in social support available to the person who is grieving. We shall see in Section 4 how social support is a key factor in helping someone deal with stress.
For most individuals, short-term distress is normal following bereavement, and longer-term adjustment to their new life situation is predicated on experiencing most or all of the stages of the grieving process (Cassidy, 1999). While a number of theoretical models have described the process of bereavement, one of the most influential is the integrative theory of bereavement proposed by Sanders (1999). Sanders’s model describes five key phases of grief and bereavement (see Table 1.2).

### Table 1.2  Integrative theory of bereavement

<table>
<thead>
<tr>
<th>Phase</th>
<th>General description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shock</td>
<td>The bereaved person moves in a confused state of disbelief, characterized by a numbness which protects the individual against the intense pain of loss. It is this response which allows people to make the necessary arrangements following the death of a loved one.</td>
</tr>
<tr>
<td>Awareness of loss</td>
<td>Eventually the numbness of the first phase wears off and the reality of loss must be faced. The bereaved person must face the physical and mental agony associated with the death. Separation anxiety becomes apparent, and is accompanied by strong emotional outbursts: yearning, crying, anger, guilt, shame, and sleep disturbances.</td>
</tr>
<tr>
<td>Conservation/withdrawal</td>
<td>This phase is an important time to conserve what energy remains after the previous phase. Grievers often report high levels of fatigue and have difficulty in completing even very simple tasks. This phase is filled with a sense of despair, helplessness and loss of control over life, desires, hopes or dreams. This is a significant stage, however, in adjusting to loss since it gives the bereaved person the opportunity to work through their grief (e.g. rumination and preoccupation with the deceased, acceptance of loss and consequent inevitable changes in one’s life). This is an important turning point to potentially start the process of healing.</td>
</tr>
<tr>
<td>Healing</td>
<td>Increasing strength enables the bereaved person to start building a new life. Typically this occurs in small stages with increasing perception of personal control. This phase is characterized by forgiving oneself for survival, and subsidence of rage and anger at having been left alone, along with ‘letting go’ of the deceased. This is the stage at which the bereaved person can reflect on memories of the dead person and recall happy memories and joyful times.</td>
</tr>
<tr>
<td>Renewal</td>
<td>By and large this phase is not characterized by the pain of loss. The bereaved person starts to establish a new life, accepting alternative life roles and taking new responsibilities. They typically have increased self-confidence and report a renewed level of functional stability.</td>
</tr>
</tbody>
</table>

*Source: adapted from Sanders, 1999*
This theory provides an excellent illustration of Selye’s GAS as described in the previous section. The initial phase of shock is characterized by the physical response to stress, which gives the bereaved person the increased energy to deal with the immediate consequences of the death and suppress the emotional response, which would be counterproductive at this stage. The second phase of awareness of loss is when the person starts to adjust to the death, but high levels of arousal remain which result in the intense emotional responses that characterize this phase. The third phase of conservation/withdrawal is an inevitable consequence of the intense emotional expenditure of the previous phase. These phases clearly reflect Selye’s model: alarm – shock; resistance – response to awareness of loss; and exhaustion – withdrawal.

While phases in the process of grieving are widely recognized, there is less agreement about the time sequence such a process must follow. Similarly, rather than following the grieving process in a predestined and directional manner, it is likely that these phases of grief describe types of responses that most people will move between at some time during the grieving process. Consequently, while bereavement is stressful, there is no one right way to grieve. In fact, it has been argued that high levels of distress are neither an inevitable nor a necessary aspect of the grieving process. Like other sources of stress, the response of a particular individual to death is likely to be mediated by a wide range of individual factors such as age, gender, personality, health, feelings towards the deceased, and level of dependency, as well as contextual factors including levels of available social support, who the deceased person was, how anticipated the death was, religious beliefs, and other life stressors. In general, most adults seem to adjust to the death of a close family member without significant long-term problems. In the short term however, bereaved people are typically higher in depression, lower in life satisfaction, and at greater risk for illness than are the non-bereaved (Bee, 1998).

3.4 Measuring stress

With so many factors in life being potentially stressful, how do researchers identify who is under most stress or who is likely to suffer negative effects as a result? While stress may have been difficult to define, it is even more difficult to measure. In order to assess stress in general, three approaches are typically used: self-report measures, interview methods, and physiological measures.
Self-report measures

Self-report measures are the most commonly used approach to assessing stress. Such methods typically involve identifying a list of life events which may be considered stressful and ranking them in an agreed order of ‘stressfulness’. The basic assumption is that the higher the score a person generates on the scale (based on the frequency of stressful life events) the more likely it is that he/she will experience stress-related problems.

The original and most commonly used of such scales is the Social Readjustment Rating Scale, or SRRS (Holmes and Rahe, 1967 – see Box 1.3). This scale has been around for quite some time but it is still important in stress research since it was the first instrument which attempted objectively to assess the amount of stress in people’s lives. It did this by creating a catalogue of potentially stressful events which were rated according to their impact on the individual.

Since stress would seem to be individually perceived and experienced, do you think it is possible or even desirable to try to assess it objectively?

Stress research prior to 1967 had typically focused on the number and type of stressors which occurred in people’s lives, with little appreciation of the significance or magnitude of such events. The SRRS was developed largely in an attempt to address these issues.

1.3 The Holmes and Rahe (1967) study

To construct the SRRS scale, Holmes and Rahe asked 394 participants to rate 43 different life events which may be considered stressful. These events included things such as divorce, death and pregnancy and were generated from the clinical experience of the researchers. Participants were then asked to rate each of the 43 items in terms of its demands for social readjustment – where social readjustment was defined as ‘the intensity and length of time necessary to accommodate to a life event’ (Holmes and Rahe, 1967, p.213). Ratings were based on the average amount of social readjustment required, as judged from the participants’ personal experience, and their observations of how other people coped with such life events. The score awarded to each event on the published scale was based on the mean social readjustment score reported by the sample. For example, the event which the assessment panel considered would require the most readjustment was ‘death of spouse’ which was subsequently given a value of 100; in the same way, ‘marriage’ was awarded 50 points while ‘retirement’ was given 45 points (see Table 1.3).
The SRRS has been used widely in research studies of stress and stress-related outcomes. Participants tick the events they have experienced and the researcher then calculates their stress score, which is the total of the mean values for all the items ticked. The success of this scale has led to the development of a range of similar instruments such as the Hassles Scale (Kanner et al., 1981), which assesses the extent to which stress may be a result of daily hassles rather than major life events, and the College Adjustment Rating Scale (Zitzow, 1984), which measures students’ self-assessment of stress within the academic, social, personal, and family-home environments (see Table 1.4).

### Table 1.4  The College Adjustment Rating Scale (top 10 items only)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Life event</th>
<th>Median value (ranked on a scale from 1–9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Death of a brother or sister</td>
<td>8.56</td>
</tr>
<tr>
<td>2</td>
<td>Being suspended or placed on academic probation</td>
<td>7.68</td>
</tr>
<tr>
<td>3</td>
<td>Death of a parent</td>
<td>7.50</td>
</tr>
<tr>
<td>4</td>
<td>Responsibility for unwanted pregnancy</td>
<td>7.50</td>
</tr>
<tr>
<td>5</td>
<td>Death of a friend</td>
<td>7.33</td>
</tr>
<tr>
<td>6</td>
<td>Giving a class presentation</td>
<td>7.28</td>
</tr>
<tr>
<td>7</td>
<td>Parental separation or divorce</td>
<td>6.83</td>
</tr>
<tr>
<td>8</td>
<td>Receiving a D or F on a test</td>
<td>6.76</td>
</tr>
<tr>
<td>9</td>
<td>Personal pressure to get good grades</td>
<td>5.81</td>
</tr>
<tr>
<td>10</td>
<td>Having something stolen</td>
<td>5.76</td>
</tr>
</tbody>
</table>

Source: Zitzow, 1984, p.163
The main appeal in using such scales to quantify the experience of stress is the simplicity and ease with which they are completed. Furthermore, there is an intuitive appeal in ranking a range of events that may happen in anyone's life and quantifying them in terms of their potential to generate stress.

**Activity 1.5**

Based on your experience of stress, write down any problems that you think might be associated with using these scales to assess stress.

One of the key problems associated with this approach to assessing stress is that there is, as we have already argued, no evidence that any two people will respond to the same life stressor in exactly the same way. For example, one person may respond to the death of a spouse with tremendous grief and may continue the process of grieving for a period of years. Another person may not have had the same quality of relationship with their spouse, or the death may have been expected following a long illness, and as a result the person may not grieve to the same extent. Despite such variations, the death of a spouse will be assessed on this scale as generating the same amount of stress. Thus, the main criticism of such scales is that they do not allow for individual variations as a result of the person's appraisal of the life event, or the change in an individual's perception of an event over time. Therefore, if you look back at the transactional model (Section 2.1) you can now understand more fully why cognitive appraisals and stress resistance resources are shown as moderating the stress-response relationship. How we respond to a potential stressor will depend on a wide variety of factors, the nature of the event itself being only one.

A further problem with stress rating scales is that they tend to be highly culturally specific. In other words, the sources of stress identified are often very Western in nature, reflecting the countries in which the research was initially conducted. There is a general assumption when using such scales that these events will also be a potential source of stress to people from other countries and social backgrounds. However, without evidence that these scales continue to be valid with different test populations, results from such research should be treated with caution.

Other problems include the fact that events included within the scale are often quite arbitrary and things that may be an important source of stress for you may not appear. Finally, there is a fundamental question about what exactly it is that these scales are measuring. For example, items such as 'having too many things to do' could be measuring neuroticism, depression or anxiety rather than stress per se (Marks et al., 2000). Consequently, people who feel that they are experiencing stress are likely to identify with more of the items...
on the list, whether or not this is a true and accurate representation of their current life status.

As we shall see below, there are alternative methods that overcome some of these problems. However, despite their many drawbacks, rating scales can be a useful research tool – they provide a means by which stress can be measured quickly, they are easy to administer, and, as they yield quantitative data, statistical analysis can be performed and levels of stress in populations can be compared against published norms and/or other research findings.

**Structured interviews**

More recently, there has been an increasing trend toward using structured interviews as a means of assessing stress. One such interview, the Life Events and Difficulties Schedule or LEDS (Brown and Harris, 1989), is often used to assess, clarify, and rate the severity of stressors in a person’s life. The LEDS was designed to address many of the criticisms that had been levelled at self-report measures. The main aim of conducting an interview with a person in order to assess their level of stress is to allow the researcher to define the stressfulness of life events in terms of the emotional significance for the individual. For each potentially stressful event identified by the interviewee, the researcher facilitates a discussion about how the person felt about the event, how they responded to it and what the consequences and outcomes were. Since the LEDS is an interview (and therefore more flexible in terms of data collection than the self-report questionnaires discussed above), it allows for variations in administration depending on the circumstances of the individual (Marks *et al.*, 2000). Using the LEDS the researcher will gather a vast amount of information about the life experiences of the interviewee. However, it is much more time consuming than a self-report questionnaire and, as with any form of assessment interview, a certain degree of training is required before it can be employed effectively. Although such a method has the disadvantage of reducing comparability between research studies, since each interview will be quite unique, using this technique does offer the possibility of individualizing the assessment and subsequent management of stress.

**Physiological measures**

The final and probably most infrequently used method of assessing stress is through the use of physiological measures. This approach operates on the premise that because stress results in a number of physical changes in the body – increases in blood pressure, heart rate and respiration, for example – the researcher can use such changes as an objective indicator of the level of stress a person is experiencing. Similarly, researchers can directly monitor the physiological changes in the chemical balance of the body resulting from the
stress response by analysing samples of blood, saliva or urine for increased levels of cortisol. You may recall from Section 2.2 that cortisol is a stress hormone released by the adrenal gland. This approach has a number of advantages in that it is direct, reliable and easily quantifiable, and allows comparisons to be made between different people. However, as a method of collecting data it is quite intrusive and expensive. It may also rely on highly artificial methods to provoke a stress response – for example, completing difficult mathematical problems under extreme time pressure, or exposure of part of the body to an unpleasant physical stimulus such as dipping a hand in iced water. It also assumes that there are common physiological responses to stressors, and does not take account of the fact that data collection (e.g. the process of taking a blood sample) may itself contaminate the findings anyway by making the participant even more anxious! This phenomenon is sometimes referred to as the ‘white coat syndrome’.

In order to assess stress more meaningfully, perhaps we should change the question we ask. In other words, instead of asking ‘what is stressful?’ we should be asking ‘what is it about an event that makes it stressful for a particular individual?’ Cassidy (1999) argues that the key factor in determining if something is stressful is the issue of control. He suggests that researchers will never be able to predict if an event will be stressful purely on the basis of objective analysis. Rather, it is the element of personal meaning, or cognitive appraisal, that is the key factor in determining the stress impact of any event. Since any event has the potential to be stressful, it is the uniqueness of the individual or their circumstances that determines whether or not it will be. In view of the complex nature of stress, the best way to assess stress may involve the triangulation of a range of methods including self-report, interviews and physiological measures, thereby combining the strengths of both qualitative and quantitative research methodologies to investigate this highly individualized area.

**Summary Section 3**

- This section has reviewed a range of sources of stress in people’s lives, from cataclysmic stressors to daily hassles, which if left unmanaged can have a significant impact on a person’s well-being.
- Three possible sources of stress – studying, work and bereavement – were considered, and factors which play a role in determining variations in responses were discussed.
- It is clear that not only is stress a difficult term to define, it is also difficult to assess, with some methods of assessment, such as rating scales and physiological measures, failing to take into consideration the importance of individual interpretation in defining what is stressful.
If we are to understand the stress process fully, we need to give further consideration to the moderators of a stressful event and understand why some people deal well with life events and others suffer as a result.

4 Moderators of stress

It is clear from the previous section that a wide range of life events, both large and small, can potentially be a source of stress. How then do we explain the fact that, despite the wide range of stressors in their lives, most people tend to cope very well on a day-to-day basis? Some people seem to manage, even when under what appears to others to be an insurmountable burden of stress. Based on a purely biological model of stress we would never be able to understand and explain such individual variability in response to life stressors. Therefore we need to pay attention to the other parts of the model outlined earlier – cognitive appraisal and stress resistance resources – the moderators of stress. These are the factors that help explain the individual differences in coping with stress.

Activity 1.6

Looking back to the start of this chapter (Section 1), you will remember that you made a list of the events that you have found stressful during the last two weeks. Thinking about these events, make a second list – of the factors that helped you cope with and manage these sources of stress. From this list identify the factors which are:

1 about you, e.g. aspects of your personality
2 related to external factors, such as support from friends or money.

Moderators of stress can occur at an individual level (i.e. they are something to do with the kind of person we are) and at a social/environmental level (i.e. something to do with the wider environment in which we live). Some of these areas will now be explored in more detail.

4.1 Cognitive appraisal

The essential factor which would seem to explain why we see individual variations in the experience of stress lies in the concept of cognitive appraisal which we have already seen in the transactional model of stress. The influential
work of Lazarus (Lazarus, 1966; Lazarus and Folkman, 1984) argued that an event is not in and of itself stressful, rather it is made so as a result of the cognitive interpretation of the event by the individual. Therefore, by definition, any event has the potential to be stressful. If this is the case, then why do we manage to cope relatively well on a daily basis? Lazarus would argue that an event becomes stressful through the interaction of both primary and secondary appraisal mechanisms. You will recall from Section 2.1 (see Figure 1.1) that a primary appraisal involves asking yourself ‘does this event present a threat to me?’. Secondary appraisal refers to your perception of the resources you have available to help you cope in this situation. While primary and secondary appraisals are typically described separately, in reality both processes occur concurrently (Sheridan and Radmacher, 1992). For example, at the same time that you realize your car has broken down and you can’t use it to get to work for an important meeting, you are thinking of alternative strategies to solve the problem (e.g. call a friend or partner for a lift, telephone work and postpone the meeting, or call a taxi). So the outcome of the appraisal process will be the identification of a strategy to deal with or cope with the problem. Consequently, when Lazarus and Folkman (1984) describe stress they typically refer to a particular relationship between the person and the environment, one that is appraised by the person as taxing or exceeding his/her resources and endangering his/her well-being. Stress occurs when there is a mismatch between the perceived threat to a person and their perceived ability to cope (Marks et al., 2000).

4.2 What factors determine a person’s appraisal of a life event?

In order to understand the variability in response to negative life events a range of factors associated with the individual have been proposed. This work will be examined under the headings of personal control (e.g. locus of control, self-efficacy, optimism/pessimism), personality characteristics (e.g. type A behaviour pattern, hardiness) and coping style.

Personal control

Personal control is increasingly recognized as a central concept in the understanding of relationships among stressful experiences, behaviour and health (Steptoe, 1989). People like to believe that they have some control over the things that happen to them in life and, as a result, they can produce desirable outcomes and/or avoid undesirable outcomes. In general, people who have a strong sense of personal control typically report experiencing less strain from a range of stressors (e.g. Regehr et al., 2000).
A considerable body of research exists which points to a wide range of individual differences in people’s perception of their level of control. This is very apparent with respect to **locus of control**. Locus of control is a construct proposed by Rotter (1966) to describe the extent to which individuals feel they have control over success and failure in life. Specifically, it refers to the extent to which you believe that the things that happen to you are controlled by internal factors (e.g. determination, effort) or by external and environmental factors (e.g. luck, powerful others). For example, when you get favourable feedback about your performance at work do you consider that the positive appraisal is a product of your having worked hard and been conscientious in your duties (internal locus of control), or do you think the praise is a reflection of external factors beyond your control, e.g. your manager happened to be in particularly good mood that day (external locus of control)? People who have a higher internal locus of control are less likely to interpret negative life events as stressful, primarily because they have, or at least believe that they have, access to more personal resources in order to alleviate the effects of the stressor. Conversely, people who have a higher external locus of control are more likely to have an adverse response to stressful events, largely because they do not believe that it is within their power to manage the stressor. In fact, people who have a particularly extreme external locus of control are at a higher risk for developing psychological disorders associated with stress such as depression.

Another dimension of control which appears to be important in determining an individual’s response to stress is that of **self-efficacy**. Self-efficacy is a term described by Bandura (1977) which refers to the belief that we can succeed at something we want to do. For example, say I ask you how certain you are that you could successfully learn a second language. Your answer would probably be based on a number of factors, such as whether you want to do it, whether you have any interest in acquiring the skill, and whether you have successfully learned to speak a foreign language in the past. I know that I am not particularly good at languages and do not enjoy studying them, I have no interest in engaging in further study at this time, and I do not have any plans to use another language in the near future. Therefore, I do not believe I would be able to successfully learn a second language. In other words, I would consider my self-efficacy for being able to successfully learn a second language as very low.

We use similar strategies to decide how likely it is that we will be successful in a wide range of other activities in life and we make judgements about our ability on factors like previous experience, feedback and support from family and friends, and judgements about our general interests, motivation, skills and competencies. The judgements a person makes regarding their perceived self-efficacy in response to a potential stressor will have a significant impact on
whether or not they experience stress. For example, when you are asked to complete an assignment for a university course (a potentially stressful event) you will make judgements about your ability to complete the assignment successfully. Your judgement will be based on a range of information; e.g. how good you are at the subject generally, how you have performed in such assignments in the past and how well you have prepared for the piece of work. Research suggests that people who have a high self-efficacy for a particular task will typically show less stress when confronted with this type of stressor (Bandura, 1977). Conversely, people who have a low self-efficacy with respect to a particular task are more likely to experience stress when completing the work, a factor that in itself may make their performance poorer.

The theme that is emerging here is that people who cope with stress more effectively share a common characteristic in that they typically try to exert some control over life. Control can be exerted in a number of ways (see Box 1.4).

### 1.4 Types of control

- **Behavioural control**: Ability to take concrete action to reduce the impact of a stressor (e.g. delegate some of your workload to others).
- **Cognitive control**: Ability to use thought processes or strategies to modify the impact of a stressor (e.g. don’t panic when you have coursework to do but reduce your anxiety by focusing on the success you have had with other assignments in the past). This method of control is the one most consistently associated with positive outcomes.
- **Decisional control**: Taking the opportunity to choose between alternative procedures or courses of action (e.g. whether to manage an illness using medication or elect to have surgery). Often this decision will be made with the advice of others.
- **Informational control**: Finding out as much as possible about a stressful event – what will happen, when, why and what will the outcomes be (e.g. preparation for childbirth).
- **Retrospective control**: Reflection on what caused a stressful event to occur, and searching for a meaning or lesson in the event (e.g. reflecting on the lessons to be learned after a car accident).

*Source: adapted from Sarafino, 1994, p. 109*

In order to understand how control can help to deal with stress, think about someone you know who has been affected by a serious illness. Often people who cope well with illness use techniques to exert control over their
condition. This may be in the form of finding out as much about the illness, treatments and potential outcomes as possible (informational control), becoming actively involved in treatment decisions (decisional control), or trying to cope more effectively with the treatment involved by focusing not on the discomfort or inconvenience it may cause but on the positive effect it will have on their well-being (cognitive control). These are techniques that we can all use in everyday life in order to reduce the potentially negative effect of stressors.

Personality characteristics

While personal control would seem to be an important factor in determining variations in response to a stressor, some researchers would argue that that is only part of the stress story (e.g. Kobasa and Maddi, 1977). Characteristics of the individual’s personality also appear to have a significant role to play in explaining variations in response to stress. If we reflect on how people who are close to us cope with life stressors, I am sure that we could all identify someone who seems to cope well in almost any situation. For example, this is the type of person who seems to be able to take on additional tasks and perform them admirably, despite seeming to have an already unmanageable workload. The reason why people in this situation show few signs of stress may be because they have what is termed a hardy personality.

Kobasa (1979) used the term ‘hardiness’ to describe a cluster of three dimensions: commitment (i.e. sense of purpose or involvement in the events, activities and people in their lives); control (i.e. beliefs about locus of control); and challenge (i.e. the tendency to view changes as incentives or opportunities for growth rather than threats to security). Kobasa argued that when exposed to a potentially stressful situation, people who had a hardy personality were less likely to experience stress. This may be a result of having a wider range of personal and interpersonal resources to call on when appraising the potential stressor, or it may be that the beliefs a ‘hardy’ person holds lead them to cope with potential stressors in more effective ways (Cassidy, 1999). Research suggests that a hardy personality results from a combination of factors such as genetic predisposition, social skills and networks, and past life experiences, rather than simply being a response to current influences (e.g. Werner, 1987).

One additional perspective on personality that has attracted considerable attention with respect to understanding stress responses is that of the type A behaviour pattern (TABP). TABP refers to a behavioural response identified by two cardiologists Friedman and Rosenman (1974). It is characterized by an exaggerated sense of time urgency, an excessive competitiveness, a drive for achievement, and hostility or aggression. This is sometimes referred to as ‘hurry-sickness’ (Bartlett, 1998). Someone who would be considered a type A individual would typically answer yes to the following questions:

Hardy personality
A type of personality characterized by three dimensions: commitment, control, and challenge.

Type A behaviour pattern (TABP)
A behavioural response characterized by an exaggerated sense of time urgency, an excessive competitiveness, a drive for achievement, and hostility or aggression.
Do you find that you eat more rapidly than most other people?
When someone is talking do you often try to hurry them to get to the point?
Do you find it difficult to wait in a queue?

*(Selected items adapted from Jenkins Activity Survey – Jenkins et al., 1979, p.19)*

When faced with a potentially stressful situation a person who is prone to TABP will respond in a stereotypic way that is not necessarily adaptive. For example, when confronted with a challenging situation at work, a type A individual might become quite aggressive with his/her work colleagues, and/or rush around the office attempting to complete a number of tasks at once rather than calmly decide on a plan of action to complete the work. The converse of TABP is called type B behaviour, and is usually defined as an absence of the behaviours that characterize TABP. As we will see later, there is clear evidence that people who have TABP have a maladaptive response to stress which places them at increased risk for negative health consequences, most notably coronary heart disease.

**Coping style**

People may also differ in how they respond to stress as a result of the coping strategies they employ. Coping has been defined as the person’s ‘cognitive and behavioural efforts to manage specific external and/or internal demands that are appraised as taxing or exceeding the resources of the person’ (Folkman and Lazarus, 1988, p.310). In other words, coping refers to the types of thought processes and behaviours we engage in to try to modify the effects of a potential stressor. This is probably easier to understand by using an example.

**Activity 1.7**

Imagine that you have just returned from a holiday and after having looked at your budget you realize that you have spent much more money than you could afford. In addition, when you arrived home you found a number of unexpected bills and expenses that you must also now pay. What do you do? Make a list of any options you would consider in this situation.

In order to investigate the ways in which people try to cope with stress in their lives, psychologists have developed a number of questionnaires which examine coping styles. One of the most common and widely used of these questionnaires is the COPE scale (Carver et al., 1989). In this scale, the authors have identified 14 different subscales, each one representing a different method of coping with potential stress (see Table 1.5).
### Table 1.5 The COPE subscales

<table>
<thead>
<tr>
<th>COPE subscale</th>
<th>Sample item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active coping</td>
<td>‘I take additional action to get rid of the problem’</td>
</tr>
<tr>
<td>Planning</td>
<td>‘I try to come up with a strategy about what to do’</td>
</tr>
<tr>
<td>Suppression of competing activities</td>
<td>‘I put aside other activities in order to concentrate on this’</td>
</tr>
<tr>
<td>Restraint coping</td>
<td>‘I force myself to wait until the right time to do something’</td>
</tr>
<tr>
<td>Seeking social support for instrumental reasons</td>
<td>‘I ask people who have had similar experiences what they did’</td>
</tr>
<tr>
<td>Seeking social support for emotional reasons</td>
<td>‘I talk to someone about how I feel’</td>
</tr>
<tr>
<td>Positive reinterpretation and growth</td>
<td>‘I look for something good in what is happening’</td>
</tr>
<tr>
<td>Acceptance</td>
<td>‘I learn to live with it’</td>
</tr>
<tr>
<td>Turning to religion</td>
<td>‘I seek God’s help’</td>
</tr>
<tr>
<td>Focus on and venting of emotions</td>
<td>‘I get upset and let my emotions out’</td>
</tr>
<tr>
<td>Denial</td>
<td>‘I refuse to believe that it has happened’</td>
</tr>
<tr>
<td>Behavioural disengagement</td>
<td>‘I give up the attempt to get what I want’</td>
</tr>
<tr>
<td>Mental disengagement</td>
<td>‘I turn to work or other substitute activities to take my mind off things’</td>
</tr>
<tr>
<td>Alcohol-drug disengagement</td>
<td>‘I drink alcohol, or take drugs, in order to think about it less’</td>
</tr>
</tbody>
</table>

*Source: taken from Marks et al., 2000, p.113*

### Activity 1.8

People vary in the coping strategies they adopt, some being more appropriate and useful than others depending on the situation. Tick the strategy listed in Table 1.5 that you think would be most adaptive in helping someone prepare for an exam. Revisit your answers to Activity 1.7 and see how they fit in with the COPE subscales.

While coping questionnaires have been very popular in stress research, they have often been criticized for implying that people have a typical coping style that they employ regardless of the situation. In reality, we probably use a combination of different coping strategies that are aimed at both solving the
problem in hand and helping to moderate our immediate emotional response to the stressor, and these will vary depending on the situation we are in. The key to successful coping lies in identifying and employing useful strategies that work well for you as an individual.

4.3 Social support

While the characteristics of the individual are very important in determining their response to a stressor, it is also important to remember that a person does not live in isolation. Rather, he/she deals with life stress within a social context, and this social context also has an important role to play in managing life stressors. One of the most important factors in the social environment that has an impact on how well we cope with stress is the level of social support available to us. Social support refers to the perceived comfort, caring, esteem or help a person receives from others (Cobb, 1976; Wallston et al., 1983). In general, social support is studied from two perspectives – either from the perspective of the structure of social relations (i.e. number and type of interpersonal relationships), or from a functional perspective, focusing on what is actually provided by social support.

There is general consensus that social support is not a unitary phenomenon, but rather comprises a range of dimensions which contribute to perceived support (e.g. Cutrona and Russell, 1990; House, 1984; Weiss, 1986). Typically, models of social support emphasize:

- emotional support (expression of empathy, caring and concern toward the person)
- esteem support (expression of positive regard, encouragement or agreement)
- instrumental support (direct assistance)
- informational support (advice/guidance)
- network support (membership of groups etc.).

A considerable amount of research suggests that the amount and quality of social support that a person has available in their environment has an important role to play in helping them cope with life events. As discussed in Section 3.3, bereavement is a common source of stress in many people’s lives. However, there would appear to be significant gender differences in coping with this stressor. After the death of a spouse, men are more likely to report increased levels of stress than are women. This is thought to reflect the fact that widowers typically have lower levels of social support available compared with that available to widows (Helsing et al., 1981; Stroebe and Stroebe, 1983).
When we experience stress in the workplace, we often draw on social support from key others in our social network as a method of moderating the effects of such stress. Social support may come from a number of areas: managers, supervisors or co-workers; trade unions; family and/or friends; informational support; material resources. Indeed, it has been suggested that stress at work is best predicted by the combination of high job demands, low control and poor social support (Payne, 1999). In order to gain social support we often bring our work problems home and as a result there is an overlap between work and home life. In many cases, this strategy may help us deal more effectively with work-based stressors. However, in some cases stress at work may only act to exacerbate an already stressful situation at home, with the result that problems at home and work both become more pronounced. One of the most influential pieces of research in the area of social support is the work of Brown and Harris (see Box 1.5).

### 1.5 The Brown and Harris (1978) study

Brown and Harris conducted a major study in which a large sample of women living in South London were interviewed about recent events in their lives and their emotional state. Between 20 and 40 per cent of the women interviewed reported having experienced a serious psychological problem during the previous year. For most of the women, the problem was depression related to a particular stressful event such as bereavement. There were some women, however, who had experienced a similar stressful event but who had not developed mental health problems. This posed a very interesting research question: what factors were operating to protect some women from the negative psychological effects of their life stressors? Brown and Harris concluded that although a number of factors distinguished the two groups of women, the most important one seemed to be whether or not the woman had a close and supportive relationship. Carroll (1992) concluded from the findings of Brown and Harris that having an intimate and confiding partner or friend served a protective function, reducing these women’s vulnerability to stress, and decreasing the likelihood that stress would lead to mental health problems.

Exactly *how* social support facilitates coping with stressful life events is less clear. It has been suggested that social support may help to buffer the impact of psychological stressors either directly (e.g. by providing tangible support such as money or assistance), or by altering the cognitive appraisal of the stressful events (Fontana *et al.*, 1989; Shumaker and Hill, 1991). Similarly, social support may have its effect through facilitating the use of more effective coping strategies (e.g. problem-focused coping) or by promoting healthy
behaviours (Cohen, 1988; Holahan and Moos, 1991; Shumaker and Hill, 1991). The mechanism by which social support improves well-being is an important research question which investigators continue to explore.

Finally, it is important to note that it is not only the amount of social support that is important – the quality of such relationships is also an important determinant in the response to stress. Indeed the negative features of social relationships appear to be more strongly related to the presence of psychological symptoms than are the positive features of social support to the absence of such symptoms (Coyne and Bolger, 1990; Hann et al., 1995; Kiecolt-Glaser et al., 1988; Pagel et al., 1987). Consequently, in terms of stress reduction it is probably better to have a few good trusted friends who will provide support, rather than to have a very extensive friendship group, few of whom could be relied on in a crisis.

**Summary Section 4**

- In order to understand why someone has a negative response to a potential stressor it should be recognized that there is an important interaction taking place between: (i) the event, (ii) the appraisal and response of the individual, and (iii) the integration of a range of individual and social/environmental factors.

- Personal control would appear to be a key factor in adjusting to stress, with research suggesting that people who perceive that they have more control in their lives typically report a more positive response to potential stressors.

- Personality characteristics may also mediate the individual’s response to stress: people who are ‘hardy’ typically tend to cope better.

- It is important to recognize that the individual does not exist in isolation. Social support (both practical and emotional) can be an important buffer of life stressors.

## 5 Consequences of stress

If you were to ask someone in the general population ‘what do you believe are the consequences of stress?’ you would probably be told that stress can have very severe consequences in at least two areas of your life: (1) it is damaging to your health; and (2) it interferes with your ability to work properly. How much evidence is there to support either of these responses?
5.1 Health-related outcomes

Coronary heart disease

Coronary heart disease (CHD) is the main cause of premature mortality in many countries today, and is caused by a build-up of fatty deposits within the arteries that carry blood to the heart muscle. This process is commonly referred to as **atherosclerosis**, which means hardening of the arteries. When the arteries of the heart become hardened in this way, the walls of the artery lose their normal elasticity and their diameter becomes reduced. Consequently, the muscles of the heart may not receive all the oxygenated blood they require to function effectively, and this may result in angina (chest pain) or a myocardial infarction (heart attack).

There is an established lay understanding that stress causes CHD, but what research evidence is there to support this proposition? In general, the evidence for a causal link between stress and CHD is mixed. For example, a number of studies have failed to establish that a major life stressor such as a bereavement leads to increased CHD-related mortality (Levav et al., 1988; Avis et al., 1991). Other researchers, however, have reported a positive link between stressful life and heart disease (e.g. Rahe, 1974). Rosengren et al. (1991) conducted a 12-year follow-up study of 2,000 men who were considered healthy at the start of the study. Results indicated that men who had initially reported high levels of stress were more likely to have developed symptoms of CHD on follow-up. This effect remained even when the potentially confounding effects of behaviours such as smoking and lack of exercise were taken into consideration.

If we concede that stress does play a role in the development of CHD, in order to facilitate the design of appropriate intervention programmes it is necessary to explore the mechanisms through which stress may influence the biology of the heart. Johnston (1992) argued that stress may exert this influence through acting on more clearly established biological risk factors such as raising blood pressure or cholesterol or through increasing engagement in risk behaviours such as smoking. Much research into the way in which stress may increase someone's risk for CHD has concentrated on its relationship with the type A behaviour pattern (TABP), which was outlined in Section 4.

Research investigating the causal link between TABP and CHD has had a chequered and interesting history. Initial studies which examined these factors seemed to provide convincing evidence that TABP was an important independent risk factor for CHD. In fact, at one time the evidence was considered so uncontroversial that TABP was considered to be as great a risk for heart disease as biological factors such as raised blood pressure and increased cholesterol levels (Review Panel on Coronary-Prone Behaviour and Coronary Heart Disease, 1981). This conclusion was based primarily on the findings of a
number of key studies, the most important of which was arguably the Western Collaborative Group Study (Rosenman et al., 1975) – see Box 1.6.

### 1.6 Conflicting findings over the role of TABP

The Western Collaborative Group Study (WCGS) was an 8-year longitudinal study that was conducted in order to identify factors which placed people at risk for developing CHD. A sample of 3,454 men aged between 39 and 59 years, who had no previous history of heart disease, were recruited to the study. Data concerning a range of factors which might predict CHD were gathered, including information on TABP and medical risk factors such as a tendency for the blood to clot and blood serum cholesterol levels. When the men were followed up 8 years later, results showed that 7 per cent of the entire sample had developed some sign of CHD and two-thirds of these were classified as being type As. Furthermore, the importance of TABP as an independent predictor of CHD remained even when the researchers carried out statistical tests which controlled for the effects of health risk behaviours such as smoking and lack of exercise.

More recent findings from a longer-term follow-up of this population, however, are more controversial. A follow-on study of the same group of participants, 22 years after they were initially tested, failed to find a reliable relationship between TABP and death from CHD (Ragland and Brand, 1988). However, this finding endorses another major longitudinal study in this area – the Multiple Risk Factors Intervention Trial (MRFIT) (Shekelle et al., 1985). This study was slightly different in that it included a sample of more than 12,000 middle-aged men, who, although disease free at the start of the study, were considered to be at high risk for developing CHD as a result of their lifestyle and behaviour. The sample was then followed up for 7 years, when no relationship could be found between TABP and subsequent development of CHD.

---

Have you noticed that the two key studies detailed in Box 1.6 have not included women in their samples? This is not untypical of healthcare research. Women are often excluded from study samples because it is considered that their normal hormonal fluctuations may contaminate the results of studies which measure biological responses. In cardiac studies, women are often excluded because CHD is a greater health risk for men than women (Niven and Carroll, 1993). However, despite the exclusion of women from the research, the findings of such work are often used to inform the treatment of female as well as male patients. This may not be appropriate because there is often little evidence that women and men experience the same problems during rehabilitation.
In view of the mixed findings in this area a number of reviews of the literature have been conducted. These have generally concluded that much of the controversy may be attributed to methodological differences between studies, such as design (longitudinal versus cross-sectional studies) and how TABP was defined and assessed (Booth-Kewley and Friedman, 1987; Matthews, 1988; Evans, 1990). What does seem to be the case, however, is that one particular element of TABP, hostility (see Box 1.7), would appear to be a critical factor in explaining the link between stress and subsequent CHD (Miller et al., 1996). Consequently, throughout the 1990s there has been a decrease in interest in the relationship between TABP and CHD and an increase in research on the role played by hostility in this disease (Marks et al., 2000).

1.7 Hostility

Hostility is a broad concept that incorporates feelings of anger, aggression and a negative outlook on life, and may include feelings, overt actions, thoughts and attitudes (Barefoot, 1992). The components of hostility include behaviours such as cynicism, mistrust, and verbal and/or physical aggression (Smith, 1992; Miller et al., 1996). There are a number of studies which would seem to provide good evidence that hostility, and in particular the ‘cynicism’ sub-component of hostility, places an individual at increased risk for CHD. For example, in the Coronary Artery Risk Development in Young Adults (CARDIA) study, Iribarren and colleagues (2000) adopted a 10-year longitudinal design in order to investigate whether hostility played a role in the development of coronary calcification (an indicator of atherosclerosis that is not sufficiently severe to be referred for clinical treatment). The sample comprised 374 white and black, male and female participants who were aged between 18 and 30 years at the start of the study. At the 10-year follow-up, the participants were screened for the presence of any detectable coronary artery calcification. Results indicated that participants who had a higher than average hostility score at the start of the study were more likely to show evidence of coronary artery calcification at the 10-year follow-up.

It is important here to note that although (unlike many other studies) the sample was not restricted to white male participants, it was not possible for the researchers to perform sex- or race-specific analyses, so the findings were not broken down by white and black, male and female participants.

Exactly why hostility should be so pathological for the heart is, however, unclear. It may be the case that hostility operates through more general lifestyle factors, such that people who have high levels of hostility also engage in more risky health behaviours such as smoking, increased alcohol consumption or lack of exercise (Everson et al., 1997; Smith, 1992; Lee, 1997). It could also be argued that hostile individuals may be placed at increased risk for illness
because they lack social support networks, which you will recall from the
previous section are an important component in mediating the effects of life
stressors.

While the link between hostility and CHD is not without controversy
(O’Malley et al., 2000), there does appear to be some relationship between this
area of personality and CHD. However, it may be wise to take heed of the
warning of Marks et al. in this area:

> it remains an open question whether researchers in this field are engaged on
an exciting search for the truly toxic dimension of personality as far as CHD is
cconcerned, a dimension with demonstrable physiological pathways to heart
disease, or whether they are on a wild goose chase.

(Marks et al., 2000, p.93)

Whichever is the case, investigations into the relationship between hostility
and CHD will no doubt be a dominant topic in the health psychology literature
over the years to come.

Stress and immune functioning

There is now an accumulating body of research evidence suggesting that
psychological stress may impair health by compromising the immune system.
This area of research is often referred to as psychoneuroimmunology (PNI). PNI
has been defined as the ‘study of the interrelations between the central nervous
system and the immune system’ (Cohen and Herbert, 1996, p.114), and
consequently research in this field typically involves researchers from a wide
range of traditionally distinct academic backgrounds including psychology,
physiology, immunology, biology, and epidemiology.

The basic premise underlying PNI is the belief that psychological stress
can have a direct effect on the immune system. The exact nature of this
relationship, however, is less clear. While there is some evidence that
increased levels of stress can lead to improvements or no detectable change in
immune functioning, the vast majority of published research tends to focus on
how the immune system may be impaired by stress. Consequently, that will
also be the focus of this section.

Interest in the role of stress in the disease process arose primarily out of
general observations that when a number of individuals were exposed to
infection (e.g. the common cold) only some went on to develop the illness
whereas others stayed well. Such individual variations led to an increased
interest in identifying factors that may place a person at increased risk for
developing a disease. While there is a clear range of biological factors that
might influence immunity (e.g. genetic predisposition, immunization, nutrition
etc.), psychological factors, in particular stress, were also considered to play a
role (Evans et al., 1997). However, in order to understand exactly how stress can influence immunity we must look first at how the body protects itself from infection and disease.

The key role of the immune system is essentially to identify foreign material in the body such as bacteria, viruses, tumour cells, and toxins – so-called antigens – and destroy them. The process of finding and destroying these antigens is carried out by the white blood cells (lymphocytes) of the body. Lymphocytes can be subdivided into different groups depending on the role they play in defending the body against antigens (see Table 1.6 below). Consequently when researchers are interested in assessing immune functioning they typically assess the presence and/or concentration of lymphocytes or their derivatives in the blood or saliva.

### Table 1.6 Types of lymphocytes

<table>
<thead>
<tr>
<th>Type</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>B cells</td>
<td>Produce antibodies which proliferate quickly and control infections.</td>
</tr>
<tr>
<td>NK (Natural Killer) cells</td>
<td>Destroy virus-infected and tumour cells.</td>
</tr>
<tr>
<td>T cells:</td>
<td></td>
</tr>
<tr>
<td>(1) T helper cells</td>
<td>Enhance immune responses by stimulating the replication of immune system cells and antibodies.</td>
</tr>
<tr>
<td>(2) Cytotoxic T cells</td>
<td>Destroy virus, parasite and tumour-infected cells.</td>
</tr>
<tr>
<td>(3) T suppressor cells</td>
<td>Inhibit immune responses.</td>
</tr>
</tbody>
</table>

Source: adapted from Marks et al., 2000, p.107

A number of reviews of the literature have been carried out in the area of PNI and they have generally concluded that there is an association between psychological stress and impaired immune functioning (O’Leary, 1990; Herbert and Cohen, 1993; Bachen et al., 1997; Evans et al., 1997). Although short-term stress such as examinations (Lacey et al., 2000) can lead to an increased susceptibility to illness and infection, so can chronic stress, such as marital conflict (Kiecolt-Glaser et al., 1997, 1998), unemployment (Arnetz et al., 1987), or acting as a long-term carer (Kiecolt-Glaser et al., 1991). In one study which
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examined immunological function in married women, results indicated that the poorer the self-reported quality of the marriage the greater the level of psychological distress and the lower the immune reaction to an introduced antigen (Kiecolt-Glaser et al., 1987). The results from these studies point to a fairly consistent picture that psychological stress can suppress the immune system with changes typically noted in: (1) the number of NK cells; (2) the total number of T cells; or (3) an abnormality on the proportion of T helper cells to T suppressor cells (Marks et al., 2000).

That stress can play an independent role in ‘causing’ illness in an otherwise healthy individual, however, is less clearly established. While there is some evidence that stressful life events may increase a person’s susceptibility to disease, this is an area which needs further research before definitive conclusions can be drawn (Cohen and Herbert, 1996). Furthermore, it is necessary to examine the mechanisms by which stress may operate to influence disease. For example, does your immune system become impaired because you are experiencing stress at work, or is the suppressed immune functioning a result of the exhaustion and lack of sleep which are associated with the stress at work? Thus, rather than making general claims that ‘stress causes illness’, it is probably more realistic to conclude that stress is only one of a multitude of factors that influence the immune system and may cause illness (Toates, 2001). Clearly this is an important area that will also feature heavily in future research.

5.2 Work-related outcomes

From the above section it is clear that there is a relationship between stress and health. But what about the relationship between stress and work? In other words, what factors in the work environment are most likely to cause the worker stress, and when levels of stress are high, what impact does this have on job performance and the feelings a person has about their job? Because research in this area is often looking at the characteristics of the work environment, and the impact on factors such as productivity and output, it is most likely to fall within the domain of occupational psychology rather than health psychology. (You should remember, however, that there is a considerable overlap between the two areas. For example, if as a result of working in a highly stressful job, an employee develops coronary heart disease resulting in a heart attack, he or she is likely to be off work for at least a few months and this will inevitably impact not only on their health but also obviously on their productivity.)

What, then, are the consequences of stress in the workplace? When people experience stress at work they often engage in a range of behaviours that may impair the quality of their work output. Summers et al. (1995) argue that
work may be affected through attitudinal factors or behavioural factors – see Figure 1.3, which is a very simplistic model. The two consequences are detailed more fully below.

### Figure 1.3 The causes and consequences of job stress (Source: Summers et al., 1995, p.116)

With respect to attitudinal factors, Summers et al. (1995) argue that high levels of stress at work may result in:
- decreased satisfaction with one’s job (both intrinsically and extrinsically)
- decreased motivation
- decreased production
- decreased organizational commitment
- increased intention to leave the organization
- increased absenteeism.

Regarding the second category, people may manage their high levels of stress at work through the behaviours they adopt to help them cope, such as increased consumption of cigarettes, alcohol or other drugs. While engaging in such behaviours may have negative consequences for the health of the worker in the form of increased risk for lung cancer and other chronic illnesses, they may also have more direct consequences on work through an increase in accident rates and performance impairment. We will now look in more detail at the effects of alcohol use on work.

### Alcohol and work

Research suggests that in the UK in the early 1990s, 90–95 per cent of the adult population consumed alcoholic drinks on an occasional or a regular basis (Goddard, 1991), with the level of consumption varying according to occupational group. A key study providing evidence for differences in level of
alcohol consumption was reported by Marmot et al. (1993). In this study a group of over 10,000 civil servants provided self-report information about their drinking habits and a number of other relevant factors (e.g. psychological well-being), which were then linked to subsequent sickness absence from work. Marmot and colleagues reported that almost 10 per cent of male and 5 per cent of female civil servants were classed as heavy drinkers within this sample.

Consider the problem of accuracy in self-report data. Can you remember how much alcohol, if any, you drank in the last month or even in the last week, and would you be willing to state this amount to a stranger?

Within the working environment, alcohol use can have profound effects on the safety and effectiveness of the worker. Judgement and coordination are likely to be impaired and reactions slowed, increasing the likelihood of accidents (Sutherland and Cooper, 1990). Research suggests that between 5 and 10 per cent of serious work-related accidents can be associated with alcohol use (Guppy and Marsden, 1996). Alcohol consumption has also been linked to both short and long spells of absence from work (Marmot et al., 1993). In one study of British transportation employees, those who had a problem with alcohol had an absence rate of 23 per cent compared to just 4 per cent for a matched group. For those individuals with consumption patterns indicative of abuse or dependency, the level of sick leave could be as much as 200–500 per cent higher than matched groups of employees who did not have a dependency on alcohol (Guppy and Marsden, 1996).

It is not only accident rates and absenteeism that are affected by alcohol consumption. One interesting study conducted by Mangione et al. (1999) looked at the impact of drinking behaviour on self-reported work performance. They concluded that, not surprisingly, work performance problems tended to increase with alcohol consumption, with moderate–heavy and heavy drinkers reporting more problems than very light, light or moderate drinkers. However, because there were more light–moderate drinkers in the sample, their overall effect was greater and they accounted for a larger proportion of work performance problems than did the heavier drinking group. Therefore, when employers are hoping to minimize the effects of alcohol on work performance, they must consider the impact of their employees’ ‘social drinking’ as well as ‘problem drinking’.
Burnout

When levels of stress become so acute that the worker can no longer deal with the pressure, the worker experiences what is commonly referred to as ‘burnout’. Despite its relatively recent introduction into the realms of psychological research surrounding stress, the concept of burnout has attracted a considerable amount of research attention. Burnout can be defined as ‘a syndrome of emotional exhaustion, depersonalization, and reduced personal accomplishment’ that can occur among individuals who work with people in some capacity (Maslach et al., 1996, p.4). Table 1.7 gives an explanation of these characteristics.

<table>
<thead>
<tr>
<th>Characteristics of burnout</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotional exhaustion</td>
</tr>
<tr>
<td>Depersonalization</td>
</tr>
<tr>
<td>Lack of personal accomplishment</td>
</tr>
</tbody>
</table>

Source: Schaufeli, 1999, p.19

People who are experiencing burnout typically show a range of behaviours. For example, they are subject to increased absenteeism, minor ailments, and lack of enthusiasm; they become overwhelmed in their reaction to new demands; they have an inability to be motivated; they have problems in initiating new plans of action; and they generally lack enthusiasm and commitment. In general, five symptom clusters may be distinguished (Schaufeli and Enzmann, 1998):

1. affective (e.g. depressed mood, emotional exhaustion)
2. behavioural (e.g. poor work performance, avoidance, alcohol use)
3. cognitive (e.g. poor concentration)
4. physical (e.g. headaches, sleep disturbances)
5. motivational (e.g. loss of idealism).

While these symptom clusters would appear to be remarkably similar to the kind of responses that anyone who is experiencing stress may report, the thing that makes burnout different from ‘normal stress’ is the interpersonal aspect of the condition. This is evident in all five symptom clusters to some extent, but manifests itself most predominantly in the affective and behavioural clusters. A
person with burnout typically responds to the individuals they work with in a
different way from someone experiencing other forms of stress. For example,
people with burnout will treat patients/clients/co-workers as objects rather
than as people and display a callous or cynical approach to their welfare
(Jackson et al., 1986). People who are burned out typically display such
dysfunctional attitudes and behaviours not just towards others at work (e.g.
patients on a hospital ward), but also towards the job (e.g. nursing) and the
organization (e.g. the hospital or the National Health Service), whereas general
job stress is not necessarily accompanied by such attitudes and behaviours
(Maslach, 1993; Schaufeli, 1999).

Burnout can be considered to be ‘an extreme state of psychological strain
and depletion of energy resources arising from prolonged exposure to
stressors that exceed the person’s resources to cope’ (Cooper et al., 2001,
p.84). Consequently, someone who might have started a job with high level of
enthusiasm and motivation may end up being emotionally blunt in response
to their work and the people with whom they interact. This has obvious
implications for both the recipient and the organization, such as increased job
dissatisfaction, increased job turnover, and low morale.

Research indicates that not all professions are equally susceptible to burnout.
Occupations that involve the worker interacting with people in some sort of
caring or supportive role seem to be at a particularly increased risk. Teaching
and working in healthcare have therefore been extensively studied in this area.
Research indicates, though, that not all healthcare professionals are equally at
risk from burnout, with nurses and physicians reporting particularly high rates
(Schaufeli, 1999). Again, however, not everyone in each of these professions
experiences burnout.

So which factors can help to predict who is, and who is not, at increased risk?
Research indicates that a range of individual characteristics (e.g. gender, age,
social class, personality, work-related attitudes, individual health) and contextual
factors (e.g. general job stressors, specific job stressors, organizational
behaviour) combine to place certain individuals at increased risk for burnout.
A list of such factors are summarized in Table 1.8 (opposite).

Not everyone falling into these categories goes on to become burned out,
so the coping mechanisms employed by people at risk are a key moderator in
determining the emergence of burnout as a result of job stress. Again this is a
good illustration of the individual nature of stress and the important role
played by cognition and the perceived availability of stress resistance
resources.

Although people differ in how they respond to work it would appear that, if
left unmanaged, chronic occupational stress can have a very negative impact
on the quality of people’s lives. Furthermore, the potential exists for people in
occupations with intrinsically high levels of stress to have a very extreme stress
response and become burned out. Such an outcome will not only have
substantial negative consequences for the individual (e.g. decreased health),
but also for the organization (e.g. decreased production, poor treatment of
clients, increased absenteeism). Clearly, when developing staffing policies,
organizations need to give careful consideration to the strategies they employ
to help employees manage stress and aim to reduce the incidence of potential
sources of stress as much as possible.

Table 1.8  Correlates of burnout in healthcare

<table>
<thead>
<tr>
<th>Biographic characteristics</th>
<th>Young age</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Little work experience</td>
</tr>
</tbody>
</table>

**Personality**
- Less ‘hardy’ personality
- External locus of control
- Poor self-esteem
- Non-confronting coping style
- Neuroticism
- ‘Feeling type’*

**Work-related attitudes**
- High (unrealistic) expectations
- Job dissatisfaction
- Poor organizational commitment
- Intention to quit

**General job stressors**
- High workload
- Time pressure
- Role conflict and ambiguity
- Lack of social support
- Lack of feedback
- Lack of participation in decision making
- Lack of autonomy

**Specific job stressors**
- Much direct patient contact
- Severe patient problems

**Individual health**
- Depression
- Psychosomatic complaints
- Frequency of illness

**Organizational behaviour**
- Absenteeism
- Job turnover
- Impaired performance

* A ‘feeling type’ tends to be ‘sympathetic, appreciative and tactful and to give great weight, when making any decisions, to the personal values that are involved, including those of other people’ (Briggs Myers, 1976, p.2).

Source: Schaufeli, 1999, p.23
If you are currently in employment, are there any resources available in your organization to help staff manage stress more effectively?

It is important to recognize that when someone says that they are experiencing stress, a wide variety of factors will be interacting to influence that person’s response. The complexity of such factors should be reflected in stress management programmes, to fully address the unique needs of the individual.

**Summary Section 5**

- There is a general lay belief that stress can have a substantial impact on at least two areas of functioning: health and work.
- While there has been a substantial amount of research into the relationship between type A behaviour pattern and coronary heart disease, recent evidence would seem to suggest that hostility (in particular the sub-component area of cynicism) is an important factor in the development of cardiac illness.
- There is good evidence that increased levels of stress impair the immune system and can slow recovery following illness.
- Stress can have a significant impact on working life, with negative effects on both attitude and behaviour.
- People who are exposed to chronic high levels of stress in a working environment are at increased risk for burnout.

---

6 Stress, health and work: the future

The development of more coherent programmes of research and a clearer understanding of stress as a process rather than a stimulus or an outcome per se, have meant that it is no longer appropriate to consider stress in isolation from its apparent consequences with respect to health and working life.

**Activity 1.9**

Based on what you now know about stress, what do you think may be the main causes of stress for each of the women described at the start of this chapter? Spend a few minutes thinking about this before reading on.
For Debbie, the main sources of stress might include: lack of money to buy essential items for herself and her children; concerns about the welfare of her children; lack of control regarding her living environment (remember she is in temporary poor quality accommodation); and lack of social support from her partners. For Nancy, however, the sources of stress might be quite different, including: lack of privacy through working in the ‘public eye’; career issues, with demands to maintain continuous high levels of creative output in a competitive industry; social demands imposed through her lifestyle; and the physical and personal challenges associated with regular long-distance travel.

We don’t know enough about the women’s lives to speculate fully on the moderators of such stress in their lives. It may be the case that despite a generally difficult lifestyle, Debbie draws immense support from her relationship with her children. Similarly, Nancy might find that being with a partner who shares a similar lifestyle gives her the opportunity to talk about her problems with someone who understands and who can empathize. The interesting thing to note is that it is only by understanding people’s lives in great detail that we can really start to understand the causes and mediators of personal stress.

What then might be the long-term consequences of stress for Debbie and Nancy? While we can’t make any firm predictions, we might speculate that Debbie may find that over the coming months she is increasingly susceptible to health problems such as colds and viral infections, resulting from a depressed immune system. Nancy may also experience health problems, and may have difficulties with her career including decreased interest, motivation and satisfaction.

It is important to note that a negative outcome associated with stress is rarely inevitable. Whether a person who is experiencing stress has a positive or a negative outcome will be determined by the myriad of individual, interpersonal and environmental factors in which he or she lives their life.

But what can psychology offer by way of ameliorating the effects of stress? Initially, psychologists need to be much more critical in the way in which they conceptualize the stress relationship. For example, rather than focusing on causes of stress, moderators of stress or consequences of stress in isolation, research programmes need to reflect more clearly the dynamic and transactional nature of the phenomenon. Stressful events have a cognitive, behavioural, affective, and biological component and their effects are mediated by social factors. Only by examining stress from the full range of these perspectives are we likely to appreciate its complexity. It is likely, therefore, that given the multidisciplinary nature of stress, these questions will be best addressed by psychologists working as part of a multidisciplinary
team of researchers including biologists, geneticists, epidemiologists, and sociologists.

Even within the discipline of psychology, stress research is not limited to one area of enquiry, and overlaps a number of areas including clinical, health, occupational, environmental, and biological psychology. One area in which psychology may play an important role in the future is that of reducing workplace stress. As a profession, psychologists are uniquely placed to understand work environments in terms of their potential to explain worker stress (Raymond et al., 1990). By drawing on the skills of occupational and health psychologists we can now design work environments which are less likely to cause stress, and provide individual and organizational interventions aimed at reducing the effects of any stress which may occur. Through developing such collaborative intervention programmes, psychology has a real opportunity to manage the modern epidemic of stress.

Further reading


This is a very up-to-date and interesting text which is highly readable. Particularly useful for greater discussion of the role of cognition and its relationship with stress and health.


This is a general (and more challenging) text which will appeal to the student who wants to explore the topic of stress in much more detail.


This is a very popular book which explores the area of the biology of stress in greater detail. Although it is quite complex in places, the writing style is highly accessible and the author uses many imaginative examples to illustrate the points made.


A useful text for those who want to explore the relationship between stress and health in greater detail.
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This chapter offers a review of issues relating to the experience of post-traumatic stress disorder (PTSD). You may find some personal resonance with traumatic events discussed in the chapter, such as road traffic accidents, sexual violence, shipping disasters and war. You may also have experienced some of the responses to trauma outlined, and/or the associated therapeutic interventions described (behavioural, cognitive and pharmacological).
Aims

This chapter aims to:

- explain what we mean by trauma and the different ways that people react to it
- introduce the concept of PTSD: what it is, what different forms it takes, and what factors are associated with its development
- discuss the assessment and treatment of PTSD
- explore the main theories of PTSD
- consider the nature of psychiatric diagnosis and its pros and cons, using PTSD as an example
- examine the relationship between emotional disorders and their broader socio-historical context, using PTSD as an example
- discuss the medico-legal issues surrounding emotional disorders, using PTSD as an example.

1 Introduction

We begin our exploration of PTSD by looking at the case of ‘Jane’.

Case study: Jane

As Jane walked down the driveway to get into her car to make her usual journey to work, the sun was shining down on a beautiful spring morning. Jane drove down the end of her road and through the village and eased on to the dual carriageway for the short 15-minute journey to her office. Jane was content to motor along in the slow lane until she came up behind a white van that was making such relaxed progress that she decided to overtake. It was as she pushed down on the accelerator to go past the van that everything started to go wrong. The van suddenly pulled out into the side of Jane’s car. To Jane, it seemed that everything was happening in slow-motion. After what seemed like an age, there was a sickening crunch as the van collided with Jane’s passenger door sending her car into an uncontrollable spin across the carriageway towards the central reservation barrier. In the collision, Jane’s head had smashed against the driver’s window and she could feel blood running down her face. The second collision with the barrier was even louder than the first with the van, and the car left the ground and started to cartwheel along the central reservation before coming to a crunching halt on its roof. By this time Jane was unconscious. The next thing Jane remembered was being cut out of the car by a fireman. There were the flashing lights of ambulances and a horde of concerned-looking people. The carriageway was blocked off and the van driver was standing by
anxiously, surrounded by police. Jane lapsed into unconsciousness again and next woke in the ambulance on the way to hospital. Jane had broken one of her hips and suffered a crushed sternum and had to stay in hospital for several weeks. However, she made a good recovery from these injuries within a few months. It was the psychological problems that began to develop while she was in hospital that wouldn’t go away. The first night in hospital, Jane had a nightmare about the accident happening all over again. She felt herself back in the car and somehow she just knew that the van was going to turn into her again and it was all going to recur. She awoke screaming in the ward and had to be sedated by the night staff. These nightmares continued, several times a week, for eighteen months. During the day, Jane was plagued by intrusive images of the van veering across her vision and the crash barrier coming towards her. She couldn’t stop thinking about the accident. Even when she was engaged with something else, such as shopping or watching a television programme, thoughts about the van, the road and the carnage used to pop into her mind. The slightest reminder would set her mind going, thinking about or seeing the accident all over again. She even started to ‘see’ the van driver’s face as he swerved towards her, even though she hadn’t seen him at the time.

To remedy this, Jane stopped thinking about the accident as much as she could by distracting herself and trying to ‘keep busy’. She never talked about the accident with anybody, in the hope that this would make it go away. She also tried to keep any reminders of the accident out of her life. She never read newspaper articles about cars or motorways or road accidents and avoided television programmes. Indeed, she had not been in a car for six months after the accident and when she did venture to travel by car, she could only bear to be driven by members of her family as she didn’t trust anybody else to drive her safely. These car journeys, though, were far from relaxed affairs. Jane was continually vigilant for possible dangers and steadfastly refused to be in the car if the driver intended to make any attempts at overtaking. She was petrified of driving herself and ‘knew’ she would never drive again. The worst situations involved busy roads and white vans. On several occasions Jane had full-blown panic attacks when white vans appeared behind the car in which she was travelling. Before the accident, Jane had been a fairly relaxed person, but now she was continually on edge. She was very, very irritable and this caused problems in her relationships with family, friends and her partner. It seemed they could do nothing right and, what’s more, Jane felt they didn’t really understand what she was going through. They mostly seemed to think that she should have got over it by now and should ‘pull herself together’. She became more socially withdrawn and slightly depressed and began to lose interest in the things that she had previously enjoyed. Being on edge meant that her concentration wasn’t what it used to be and this caused some problems at work as she kept making mistakes in her job. It also led to poor sleep and she was continually tired and exhausted by the slightest disruption to her daily routine. For the first few months after the accident, Jane convinced herself that these problems would only last for a while. They would then go away and she would be back to ‘normal’. However, after six months when nothing had changed, she began to get quite badly depressed about the profound effect the accident had had on her life. After all, her physical injuries had now healed.
up and there was no reason for her to feel so disabled. After a year, when nothing substantive had changed, Jane became increasingly depressed and her GP prescribed her anti-depressants. She started to have quite long periods off work and her relationship with her partner broke up. Eighteen months after the accident Jane finally entered into psychological treatment and spoke to a mental health professional who talked her through the symptoms of something called ‘posttraumatic stress disorder’ or PTSD.

Jane’s experience is commonly referred to as a psychological ‘trauma’. Her reaction to the trauma is by no means unusual – some 30 to 40 per cent of road traffic accident victims such as Jane go on to develop what is called posttraumatic stress disorder (PTSD) (American Psychiatric Association, 1994). It is not only after road traffic accidents, either, that such reactions occur. Violent assaults, civilian disasters, accidents at work, domestic accidents, sexual violence, combat and warfare, and many other traumas lead some individuals to develop profound and debilitating levels of psychological stress. Perplexingly, however, other people who have experienced the same events, or at least similar ones, seem almost unaffected by them and can carry on with their lives as they had done before. By the end of the first part of this chapter, you will have an understanding of what we mean by ‘psychological trauma’ and why some people do go on to develop severe posttraumatic stress reactions, such as PTSD, while other people seem relatively unharmed. Various theories pertaining to this thorny question will be reviewed. Also, the assessment of PTSD and the different treatments available for those who have been involved in traumas will be discussed and their strengths and weaknesses debated.

In the second part of the chapter (Sections 8–10), PTSD will be used as a vehicle to introduce some more general topics surrounding the notion of emotional disorder. These topics comprise the status of PTSD as a psychiatric diagnosis, the socio-cultural context and history of PTSD, and medico-legal and forensic issues involving PTSD.

### 2 What is trauma and how do people react to it?

#### 2.1 Defining trauma

What do we mean when we say that an event such as Jane’s accident is ‘traumatic’? There seem to be two clear ways to approach this question. First, we could try to develop some kind of consensus about certain events being traumatic because of their very nature. In other words, we could try to develop some objective criteria for a trauma. Alternatively, one could argue that any
event could be traumatic if somebody reacts in an extremely distressed and disabling manner to that event (see also Chapter 1); in other words, trauma is a subjective phenomenon. The academic clinical literature on this topic tends to oscillate between these two rather extreme approaches to the definition of trauma. Initially, when the concept of PTSD was first introduced as a formal psychiatric diagnosis in *The Diagnostic and Statistical Manual for Mental Disorders – 3rd Edition* (DSM–III) (American Psychiatric Association, 1980) there was a clear view that traumatic events had to be those ‘outside the range of usual human experience’ (p.236) and ones that would be noticeably distressing to almost anyone. Guidelines were given as follows:

> The trauma may be experienced alone (rape or assault) or in the company of groups of people (military combat). Stressors producing this disorder include natural disasters (floods, earthquakes), accidental man-made disasters (car accidents with serious physical injury, airplane crashes, large fires), or deliberate man-made disasters (bombing, torture, death camps). Some stressors frequently produce the disorder (e.g. torture) and others produce it only occasionally (e.g. car accidents). Frequently there is a concomitant physical component to the trauma which may even involve direct damage to the central nervous system (e.g. malnutrition, head trauma). The disorder is apparently more severe and longer lasting when the stressor is of human design.

*(American Psychiatric Association, 1980, p.236)*

The response from the clinical and research community to these dictats was somewhat mixed. It seemed clear from the proposed definition of trauma that certain events, e.g. earthquakes, aeroplane crashes, combat and so on, fulfilled the new criteria and could safely be labelled as ‘traumas’. However, what about, for example, the death of a loved one through cancer? (Joseph *et al.*, 1997). People develop extreme psychological distress faced with such an experience but it can’t really be classified as an event ‘outside the range of usual human experience’. However, thinking of this kind of event as non-traumatic does not seem right either.

Such arguments were persuasive and so, more recently, the definition of what constitutes a trauma has been refined to include more subjective factors. In the later edition of *The Diagnostic and Statistical Manual*, DSM–IV (American Psychiatric Association, 1994), trauma is defined thus:

> The person has been exposed to a traumatic event in which both of the following were present: 1. The person experienced, witnessed, or was confronted with an event or events that involved actual or threatened death or serious injury, or a threat to the physical integrity of self or others. 2. The person’s response involved fear, helplessness, or horror.

*(American Psychiatric Association, 1994, p.427–8)*
Even this broader, more inclusive definition leads to problems. In the case of Jane’s accident, what if Jane had not seen the van coming and had been knocked unconscious on impact? It is still possible that she could have gone on to develop all of the symptoms of posttraumatic stress and she may even have tried to imagine what had happened and tried to piece together how the accident must have unfolded over time. However, with the current definition of trauma in the DSM–IV requiring the person to experience either intense fear, helplessness or horror at the time of the event, Jane’s experience could not be labelled as traumatic as she would have been unconscious at the time of the event.

Given these pitfalls, why do we need to have an agreed definition of a ‘trauma’ at all? Is it not reasonable to suggest that people who are in distress, regardless of the events that they have experienced, require help, support and understanding? What’s more, as psychologists, should we not be interested in understanding the nature of any form of psychological distress, not just forms of distress that follow a particular, delineated type of event? The principal reason for such a strong emphasis in the clinical and research literature on an exact definition of a ‘traumatic event’ is that, having experienced adverse reactions to particular events, many people will pursue litigation through the courts to obtain some form of compensation for their ‘loss’. At this point, the world of psychology and psychiatry collides with the world of legislation and lawyers. The law argues that an entirely subjective definition of trauma would open the floodgates to thousands of people seeking compensation for any experience they didn’t like. As things stand, therefore, the legal systems in the UK, Europe, and the rest of the world require tight definitions of the types of events (namely, traumatic events) that individuals can pursue compensation for. Hence the somewhat unhealthy emphasis on exact definitions of what constitutes a trauma in the existing literature.

### 2.2 Different levels of trauma exposure

This ‘objective’ approach to defining traumatic events was continued by McFarlane and De Girolamo (1996) who tried to systematically map a hypothetical hierarchy of potential elements of a traumatic experience based on various research studies, such as Pynoos and Nader’s (1990) study concerning a school-yard sniper attack (described later in Section 3.4) and other studies. Their hierarchy is shown in Figure 2.1. The hierarchy tries to span situations that involved actual impact of a given event on an individual as well as events that the person merely witnessed. However, it is important to bear in mind that this is an attempt to objectify aspects of traumatic exposure and that any thorough assessment of the effect of a given event on somebody’s psyche must also take into account the person’s mental state at the time and his/her perceptions of risk.
and capacity to act adaptively at the time of the trauma – in other words, their subjective experience of what happened (see Chapter 1 of this book for a similar analysis with respect to stress).

Figure 2.1 A hypothetical hierarchy of elements of a traumatic experience (McFarlane and De Girolamo, 1996)

2.3 Different reactions to trauma

Having at least arrived at a working definition of what constitutes a traumatic event (from the DSM–IV), we can now turn to the more important issue of the various types of psychological reactions that people experience to such events. Following exposure to trauma, people frequently experience a range of cognitive, emotional, behavioural, and physical problems. Often these problems constellate into discrete psychiatric disorders such as anxiety disorders, depression, PTSD and/or profound changes in personality. Similarly, traumatized individuals experience a range of problems that fall outside these rather delimited, psychiatric categories. Emotions such as guilt, shame, rage, anger, and disgust are often highly prevalent and extreme. Behavioural problems such as anger outbursts, sleep disturbance, social avoidance and obsessive checking and cleaning are also frequent. Not everybody’s reaction to trauma is highly negative in this way, however, for every Jane, there are others for whom traumatic events seem to be little more than minor disruptions in the passage of life and these individuals remain remarkably unscarred by their
experiences. Indeed, for some, there are often positive psychological reactions to trauma, such as an increased ability to appreciate the fragile nature of life and the problems that other people might be suffering (Taylor et al., 1984). In Chapter 1 on stress, it was also noted that people’s reactions to stressors will vary along these lines, with some responding positively and some responding negatively. In this chapter we focus on one of the major categories of negative response to trauma, namely PTSD, and use it as an example to look at a number of issues concerning the clinical and research approach to mental health problems. Some other responses to trauma are, however, briefly reviewed in Section 4.

**Summary Section 2**

- Traumatic events are defined as those events in which people witness or risk death or injury and during which they experience intense fear, helplessness or horror.
- People are likely to become more distressed following such events the closer they are to the event. So, on average, bystanders will be less distressed than actual victims.
- There is a range of positive and negative reactions to traumas and one of those negative reactions is posttraumatic stress disorder (PTSD).

### 3 Posttraumatic stress disorder (PTSD)

#### 3.1 PTSD - the psychiatric diagnostic criteria

PTSD is a psychiatric label applied to a constellation of psychological problems that co-occur in individuals who have experienced trauma. The exact symptoms that make up what is called PTSD vary as a function of the different diagnostic systems that are used in Europe and the US (see Box 2.1 on diagnosis). However, there are more commonalities than differences in the two symptom lists for PTSD. The groups of symptoms according to the American Psychiatric Association’s *Diagnostic and Statistical Manual for Mental Disorders – 4th Edition* (DSM–IV) (American Psychiatric Association, 1994) are reproduced in Table 2.1, which we shall use as the definition of PTSD throughout the chapter. We have already looked at the DSM–IV’s definition of a traumatic event in Section 2.1.
There are many different types of psychiatric disorder – obsessive compulsive disorder, PTSD, schizophrenia, borderline personality disorder, autism and so on – and their diagnosis is based on patients meeting a set of symptom criteria laid down in two principal publications. In Europe there is the manual for the International Classification of Diseases (ICD), published by the World Health Organisation, and in the US there is the Diagnostic and Statistical Manual for Mental Disorders (DSM), published by the American Psychiatric Association. The symptom criteria and indeed the names for the various psychiatric disorders differ between the two systems and across different editions within the same system. So, for example, the label of PTSD did not exist until 1980. This is because of the way in which the classification of psychiatric disorders comes about. Essentially, clusters of symptoms that emerge into the academic and clinical community’s consciousness are reviewed by a series of committees and potentially given a label if the clustering is felt to be reliable and consistent. Field trials are then conducted (though this is not always the case) to try and verify more carefully the usefulness of a particular label to identify a particular cluster of symptoms. The various disorders are then organized into different categories within the respective psychiatric manuals with the idea being that disorders in the same category have features in common. For example, the anxiety disorders include PTSD and also other clinical problems that have anxiety as a central feature such as panic disorder. The categories are then further organized into larger groupings.

Table 2.1 DSM–IV criteria for PTSD

A The person has been exposed to a traumatic event in which both the following were present:
1 The person experienced, witnessed, or was confronted with an event or events that involved actual or threatened death or serious injury, or a threat to the physical integrity of self or others.
2 The person’s response involved fear, helplessness, or horror. Note: in children, this may be expressed instead by disorganized or agitated behaviour.

B The traumatic event is persistently re-experienced in one (or more) of the following ways:
1 Recurrent and intrusive distressing recollections of the event, including images, thoughts, or perceptions. Note: in young children, repetitive play may occur in which themes or aspects of the trauma are expressed.
2 Recurrent distressing dreams of the event. Note: in children, there may be frightening dreams without recognizable content.
3 Acting or feeling as if the traumatic event were recurring (includes a sense of reliving the experience, illusions, hallucinations, and dissociative flashback episodes, including those that occur on awakening or when intoxicated). Note: in young children, trauma-specific re-enactment may occur.
4 Intense psychological distress at exposure to internal or external cues that symbolise or resemble an aspect of the traumatic event.
5 Physiological reactivity on exposure to internal or external cues that symbolize or resemble an aspect of the traumatic event.

C Persistent avoidance of stimuli associated with the trauma and numbing of general responsiveness (not present before the trauma), as indicated by three (or more) of the following:
1 Efforts to avoid thoughts, feelings, or conversations associated with the trauma.
2 Efforts to avoid activities, places, or people that arouse recollections of the trauma.
3 Inability to recall an important aspect of the trauma.
4 Markedly diminished interest or participation in significant activities.
5 Feeling of detachment or estrangement from others.
6 Restricted range of affect (e.g. unable to have loving feelings).
7 Sense of foreshortened future (e.g. does not expect to have a career, marriage, children, or a normal life span).

D Persistent symptoms of increased arousal (not present before the trauma) as indicated by two (or more) of the following:
1 Difficulty falling or staying asleep.
2 Irritability or outbursts of anger.
3 Difficulty concentrating.
4 Hypervigilance.
5 Exaggerated startle response.

E Duration of the disturbance (symptoms in criteria B, C, and D) is more than one month.

F The disturbance causes clinically significant distress or impairment in social, occupational, or other important areas of functioning.

Specify if: Acute: if duration of symptoms is less than three months.
Chronic: if duration of symptoms is three months or more.

Specify if: With delayed onset: if onset of symptoms is at least six months after the stressor.

(American Psychiatric Association, 1994, p.427–9)

As can be seen, there are three broad clusters of symptoms that are important in making a diagnosis of PTSD: the individual must re-experience the event in various intrusive and distressing ways, as Jane did with her nightmares and intrusive thoughts and images; the traumatized individual must also attempt to avoid such distress caused by the event, again in a number of different ways, such as Jane’s ‘keeping busy’; and, finally, the individual must describe ongoing hyperarousal following the event, again in various different manifestations, such as Jane’s poor sleep, irritability and so on. Overall, we can see that Jane’s experiences following the road accident fit into these various different symptom categories. Indeed, Jane was given a diagnosis of PTSD when she finally made
contact with a mental health professional. As well as this cluster of ‘core’ symptoms, the duration of psychological disturbance must also last for more than one month and most importantly, in thinking of PTSD as a disorder, the disturbance must cause clinically significant distress or impairment.

**Activity 2.1 Avoiding unwanted thoughts**

Avoiding unwanted thoughts is a core feature of PTSD but it is not a particularly easy mental manoeuvre to carry out. To find this out, stop reading and try not to think about pink elephants for the next 30 seconds.

**Comment**

You probably had one or more pink elephant thoughts even though you were trying not to. This is called ironic mental processing (Wegner, 1994) and is thought to be due to the fact that in order to not think about something you have to activate it in your mind as the thing to be avoided. Ironically, this means that it is more likely to pop up as an unwanted thought.

### 3.2 Subtypes of PTSD

Within the DSM–IV, PTSD is not considered to be a *uniform diagnostic category*; rather, it is thought to involve several sub-types (see Chapter 5 for similar discussions of sub-types in autism). These are PTSD- *Acute*, PTSD- *Chronic*, and PTSD- *Delayed*.

Acute PTSD involves symptoms that begin within one month of the trauma but do not last for more than six months. Chronic PTSD, on the other hand, is indicated when the duration of symptoms has exceeded six months. The choice of six months as the demarcation point is essentially an arbitrary one. Delayed PTSD refers to symptoms that appear for the first time six months or more *after* the stressful event. The research evidence seems to indicate that some types of event are more likely than others to lead to chronic PTSD, sometimes many years or even decades after the occurrence of the event. For example, Kilpatrick *et al.*, (1987) reported that almost 17 per cent of the women whom they had assessed following a sexual assault still met full PTSD criteria *17 years later*. Similarly, studies have revealed PTSD 40 years post-event in Second World War combat veterans and prisoners of war (Davidson *et al.*, 1990) and in Jewish survivors of the Holocaust (Kuch and Cox, 1992). In such cases, it is not always true that PTSD has been a continuous problem (see the case study of ‘Arnold’ below). Survivors may only be intermittently troubled by the symptoms, and PTSD can have a varied course. The principal evidence for this has emerged from a study by Sandy McFarlane in Australia (McFarlane, 1988). McFarlane assessed over 300 firefighters, using a popular self-report psychiatric
questionnaire (the General Health Questionnaire) which was filled in by the firefighters four, eleven, and twenty-nine months after a traumatic fire fighting event. McFarlane identified eight different patterns of response (see Table 2.2).

Table 2.2  The eight categories of response to trauma identified by McFarlane (1988) in his study of firefighters at three time points (4, 11, and 29 months)

<table>
<thead>
<tr>
<th>Category</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50 per cent fell into the no disorder group.</td>
</tr>
<tr>
<td>2</td>
<td>9 per cent fell into the acute group (PTSD at 4 months but not later).</td>
</tr>
<tr>
<td>3</td>
<td>10 per cent fell into the persistent and chronic group (PTSD at all 3 time points).</td>
</tr>
<tr>
<td>4</td>
<td>6 per cent fell into the resolved chronic group (PTSD at 4 and 11 months only).</td>
</tr>
<tr>
<td>5</td>
<td>5 per cent fell into the recurrent group (PTSD at 4 and 29 months but not at 11 months).</td>
</tr>
<tr>
<td>6</td>
<td>3 per cent fell into the persistent delayed onset group (PTSD at 11 and 29 months only).</td>
</tr>
<tr>
<td>7</td>
<td>5 per cent fell into the 11 month delayed-onset group (PTSD at 11 months only).</td>
</tr>
<tr>
<td>8</td>
<td>11 per cent fell into the 29 month delayed-onset group (PTSD at 29 months only).</td>
</tr>
</tbody>
</table>

PTSD, then, comes in numerous guises and it is important to bear this in mind when considering the issues discussed in the rest of the chapter.

Case study: Arnold

Arnold was a 74-year-old successful, self-made businessman who, at long last, was due to retire. The business was passed on to his daughter, the speeches had been made, the champagne drunk and finally Arnold’s 14 hours-a-day, 6 days-a-week routine had been wound up. The first few months were idyllic. Arnold recharged his batteries, joined the gym (mostly for the jacuzzi) and realized how little he knew about gardening. He and his wife took a few long-awaited holidays and generally settled effortlessly into a life of richly-deserved leisure. Arnold’s last holiday, however, was shattered somewhat when he received news that one of his oldest friends, John, had died. John and Arnold went way back. They had been drafted into the army on the same day in 1938 and had fought side-by-side in Burma during the Second World War. Not that Arnold and John ever talked about those days, however. It was an unwritten understanding between them that the past was the past and best left alone.

Arnold was devastated by John’s death and soon afterwards he began to wake in the night covered in sweat following horrible dreams about the war and the jungles of south-east Asia. Arnold remembered things in his dreams that he didn’t even realize that he knew. The dreams were vivid to the point that Arnold sometimes
believed he was back in the jungle for real. Soon, these experiences began to intrude into his waking life. He found himself thinking increasingly about the war and the horrible things that he had seen and in some cases done. He saw images flash before his eyes and he became anxious and irritable with those around him. Arnold kept these things to himself as he was very embarrassed by them. He felt ashamed that he was not coping and couldn’t help wondering if he was going mad. In his view, all of these memories should have remained in the past and he found it very distressing that they had come back to haunt him after all this time.

During the autumn, Arnold received the annual invitation to his regiment’s Christmas reunion. Neither Arnold nor John had ever been to one of these and, to be honest, had looked down their noses to some extent at those who did. This year, however, Arnold felt compelled to go and made the journey north in the cold week before Christmas. At the reunion, after loosening his tongue with wine and spirits, Arnold found himself talking about the dreams and the memories from fifty years before. Instead of being met with incredulous looks, Arnold found that many of the others there had been through the same experiences and come out the other side. They said that working hard and keeping busy for many years had kept these things at bay, but once the pressure was off and the mind was less occupied then something could come along and lift the lid off the mental box in which all the memories of the war had been locked away. Arnold’s regimental colleagues put him in touch with an organization that helped ex-soldiers to deal with these experiences and the psychologist there diagnosed him with delayed-onset PTSD. Arnold gradually overcame the difficulties that he had been having and never missed a regimental reunion after that.

A slightly confusing thing about the diagnosis of PTSD is that it can only be assigned to a trauma victim once the required symptom constellation has persisted for at least one month (see Table 2.1). As might be imagined, this presents some problems in diagnosing and evaluating the treatment needs for an individual in the first days and weeks following a trauma. The category of Acute Stress Disorder (ASD) for stress reactions in the first month following trauma was therefore introduced. There is considerable overlap in symptom profile between PTSD and ASD. The main difference is that ASD emphasizes symptoms of dissociation more than does PTSD. Pierre Janet in the late nineteenth century coined the word ‘dissociation’ to describe a lack of integration between aspects of memory and conscious awareness observed during and after extremely stressful experiences. Such symptoms seem relatively frequent in trauma survivors, especially those who have been involved in severe traumas such as crime, sexual assault and combat (Foa and Rothbaum, 1998).
3.3 PTSD in children and adolescents

Although there is now a host of studies looking at PTSD in adult victims of trauma, until recently far less was known about the manifestations of posttraumatic stress reactions in children and adolescents. Until the mid-1980s, received wisdom regarding stress reactions in younger people was that, although a few individuals may develop emotionally disabling disorders, the majority would only experience minor symptoms. Furthermore, those who did develop emotional disorders would be likely to recover within a relatively short time. More recently, however, a number of key studies have indicated just how serious and common PTSD is in children and adolescents (see the description of the ‘sniper’ study by Pynoos and Nader in Section 3.4. below). Within the DSM–IV there are remarkably few differences in the description of PTSD for adults and for children. In fact, the only real difference is that the DSM–IV emphasizes repetitive play and trauma-specific re-enactment as well as distressing dreams in children (see Table 2.1).

3.4 How common is PTSD?

Before we can answer this question, it is important to clarify some of the terms that are used in epidemiological studies that look at questions like these. The two commonest terms are current prevalence and lifetime prevalence.

If we were to take a large community sample of members of the public and assess them all for whether or not they have PTSD, this would lead to a good estimate of the current prevalence of PTSD. If we then asked if they had ever had PTSD, this would give a good estimate of the lifetime prevalence.

A good example of a prevalence study was carried out by Resnick et al. (1993). In their study 4,008 women across the US were sampled via random dialling of telephone numbers and asked about their experiences of trauma. The authors used the results of this survey to estimate the number of women in the US who had experienced different types of trauma. They assumed that the sample of 4,008 women was representative of the US Bureau of Census estimate of the population of US adult women (aged 18 or over) of 96,056,000. So, for example, in the telephoned sample, about 13 per cent of the women reported experiencing rape. Therefore, the authors estimated that this had occurred in approximately 12,151,084 American women – a shockingly high number. Of those women in the telephone sample who had reported experiencing completed rape, 32 per cent reported a history of PTSD in their lifetime (lifetime prevalence) and 12.4 per cent indicated current PTSD at the time of the telephone interview (current prevalence). Overall, across a range of traumatic events including what is termed ‘completed rape’, 12.3 per cent of women who participated in the study reported having experienced PTSD.

---

Current Prevalence
Refers to how many people meet the criteria for a particular event, e.g. disorders such as PTSD, at any given time.

Lifetime Prevalence
Refers to how many people at a given time have ever met the criteria for a particular event, e.g. disorders such as PTSD.
at some point in their lifetime and 4.6 per cent were currently experiencing PTSD at the time of the study.

*Phone surveys of community populations to examine the prevalence of psychiatric disorders clearly generate important data that can be used in planning healthcare and policy. However, there are ethical issues involved, especially in the case of PTSD where the respondent is required to revisit a traumatic event. Pause for a minute and think what these ethical issues might be. One main issue is that the respondent may be re-traumatized by the phone call and develop new symptoms or experience the exacerbation of existing problems.*

Studies such as the Resnick *et al.* (1993) survey are extremely important. A figure of between 4 and 5 per cent, when dealing with a population of almost one hundred million women in the US, suggests that some 4–5 million women in the US at any one time meet criteria for PTSD. If we were then to include the numbers of men and children who may also meet criteria for the disorder, it is clear that PTSD potentially poses a serious health problem for the US population. On the basis of such studies, health service provision can therefore be planned and organized.

Another good example of a study that has examined the prevalence of PTSD, this time following a particular trauma, is the National Vietnam Veteran Re-adjustment Study, again in the US. This study set out to assess as many of the individuals who were either active-combat or non-active-combat veterans from the Vietnam conflict who could be contacted. The prevalence of current PTSD, more than 15 years post-service at the time of assessment, was about 15 per cent for the men and 8.5 per cent for the women (nearly 500,000 people) among the active combat veterans. Lifetime prevalence rates were therefore unsurprisingly very high. Among active combat veterans, 31 per cent reported experiencing PTSD at some point following their service. Perhaps the most alarming statistic was reported by the principal investigators of the study who noted that of the 1.7 million veterans who ever experienced significant symptoms of PTSD after the Vietnam War, approximately 830,000 (49 per cent) still experienced PTSD symptoms (*Weiss et al.*, 1992) almost 20 years later. This is a massive mental health legacy from one conflict and, as we shall see later, this helped to fundamentally shape society’s response to posttraumatic stress.

There are fewer studies looking at the prevalence of PTSD in children. One of the better ones was carried out by Pynoos and Nader (1990), who examined 159 children aged 5 to 13 after a fatal sniper attack in their school
Researchers found that the rates of PTSD in the children varied with the degree of exposure to the sniper. At the first interview, 77 per cent of the children who were actually in the playground during the attack were classified as having PTSD, whereas 67 per cent who were inside the school building had PTSD. One hundred of the children were also followed up 14 months later. At this point 74 per cent of the children who were in the playground still manifested PTSD as compared with fewer than 19 per cent of those who were in the school building. In fact, this latter group did not differ in terms of PTSD levels from those children who were not at school during the attack but had heard about it.

A common pattern emerges from the various studies on the prevalence of PTSD (Foa and Rothbaum, 1998). Following sexual assault, rape and other serious crime, a high incidence of PTSD is the norm. This decreases gradually over time but a certain proportion of victims will develop chronic PTSD that can last for many years. Similarly, a significant number of combat veterans continue to suffer from PTSD even decades or more after their service (see the case study in Section 3.2). In contrast, civilian victims who have not experienced sexual assault or crime may also respond with a high rate of PTSD initially, but will mostly recover relatively quickly. Our first case study, Jane, is an exception to this. Finally, from what we know of children in the limited studies that have been carried out, reactions appear to vary with their proximity to the original trauma but more research is needed.

**Summary Section 3**

- PTSD following a trauma consists of three symptom clusters – re-experiencing the traumatic event (e.g. nightmares), avoiding reminders of the event (e.g. refusing to talk about it), and hyperarousal (e.g. poor sleep) – that have a clinically significant effect on normal functioning.
- There are different subtypes of PTSD: acute (lasting up to 6 months), chronic (lasting longer than 6 months) and delayed (beginning six months or more after the trauma).
- PTSD is a fairly common disorder (compared for example to autism – see Chapter 5) with between 2 and 5 per cent of adults thought to be suffering from it at any one time in Western countries.
4 Symptoms and problems commonly associated with PTSD

A diagnosis of PTSD represents a particular circumscribed constellation of symptoms commonly experienced by survivors of traumatic events, that the working parties who established the diagnostic guidelines have decreed to co-occur with sufficient frequency often to be given a diagnostic label (see Box 2.1). However, as well as the core symptoms of PTSD (see Table 2.1), a number of other associated symptoms and problems are highly prevalent in trauma survivors.

A number of factors appear to determine the course, severity, and nature of post-trauma psychological reactions. Brewin et al. (2000) carried out a meta-analysis (see the featured method box on meta-analysis in Book 2, Chapter 1, Section 3.5) of 14 such factors in which they reviewed 85 separate data sets. Only three factors consistently predicted PTSD – a pre-trauma psychiatric history, reported childhood abuse, and a family psychiatric history. Other factors were less consistent but still marked and these included relatively poor education, previous trauma, and general childhood adversity.

4.1 Psychiatric and psychological problems

Trauma survivors with PTSD may also meet criteria for other psychiatric diagnoses. For example, McFarlane and Papay (1992) investigated over 450 firefighters who had been exposed to a bushfire that devastated much of southeastern Australia in the early 1980s. Of the 450 firefighters included in the study, a high-risk group of 147 was identified using a screening questionnaire that assessed PTSD symptoms. This subgroup of firefighters then took part in a formal psychiatric interview. Although PTSD was the most common psychiatric disorder present (18 per cent), there were also significant levels of depression (10 per cent). Indeed, only 23 per cent of those participants who had developed PTSD did not attract a further psychiatric diagnosis.

Another common problem in trauma survivors is increased substance abuse, particularly in combat veterans. In fact, substance abuse is a common co-diagnosis along with depression and anxiety. In a key study of 40 Vietnam veterans with PTSD it was found that 63 per cent reported heavy and often abusive alcohol consumption (Keane et al., 1983). Similar findings have been found in survivors of sexual assault, child sexual abuse and disaster (Joseph et al., 1993). Impairments in cognitive processing are also a common accompaniment of PTSD. Wilkinson (1983) in his study of survivors of the Hyatt Regency Hotel skywalk collapse, found that over 40 per cent of his participants had problems with concentration and memory.
As noted already, PTSD is predominantly characterized by an intense experience of fear and anxiety. However, these are not the only emotions that are prevalent in survivors of trauma. Anger has been repeatedly observed in rape victims, combat veterans, and victims of interpersonal crime. For example, Riggs et al. (1992) in a *prospective study* of rape and crime victims found that these traumatized individuals experienced and expressed far more anger than a non-victim control group. Certain variables associated with the crimes, such as the use of a weapon and the victim’s response to the attack were significantly related to the anger response. Furthermore, it was found that elevated anger around the time of the rape predicted the development of PTSD at a later date. Other emotions such as shame, guilt, and disgust are also frequently associated with PTSD.

Sexual difficulties associated with posttraumatic stress in victims following rape or sexual assault are also common. In a study by Ellis *et al.* (1981) it was found that, two weeks post-assault, 61 per cent of victims reported less frequent sexual activities since the assault. By four weeks post-assault, 43 per cent reported total avoidance of sexual activity. Finally, one year post-assault, 12 per cent of the victims still reported sexually-induced flashbacks.

### 4.2 Physical health and social problems

As well as the frequent psychological problems associated with PTSD, there is a growing body of evidence that physical health consequences follow on from exposure to trauma. Various studies have shown that trauma is associated with: lower scores on subjective physical health ratings; increased use of medical services; the development of a wide range of physical health conditions including fatigue, headaches, chest pain, gastro-intestinal problems, cardiovascular problems, renal problems, coronary respiratory diseases and infectious diseases, as well as a decline in immune system efficiency (Joseph *et al.*, 1997). (See also Chapter 1 in this book for a discussion of physical health and stress.)

Finally a number of problems that affect the individual’s functioning in relation to others are also common in victims of trauma with PTSD. For example, McFarlane (1987) followed up disaster-affected families following an Australian bushfire. Compared to non-affected families, at 8 and 26 months post-trauma, interactions in the disaster-affected families were characterized by increased irritability and anger, in-fighting, withdrawal and decreased pleasure from shared activities. Finally, there is considerable evidence of social and adjustment problems in combat veterans especially those, again, from the Vietnam War (Joseph *et al.*, 1997).
Summary  Section 4

- PTSD is commonly associated with a number of other intra- and inter-individual problems in sufferers.
- These problems include other psychiatric diagnoses such as depression and substance abuse.
- Other problems include physical problems and social problems such as damaged relationships.

5 Assessment of PTSD

So far we have concentrated very much on discussing the nature of PTSD and issues related to this. However, how do we know whether somebody is suffering from PTSD? What are the various methods that we can use to assess the existence of PTSD in trauma survivors? There are a number of reasons why such assessment is important. Clinicians, for example, need to carry out detailed assessments of their clients who have survived traumas in order to understand what the key problem areas are. Then, they can formulate a case and decide upon and implement some kind of treatment regime. Clinicians will also want to reassess clients during and after treatment to gauge how much improvement they have made as a function of the particular treatments. On the other hand, researchers interested in understanding the underlying mechanisms of PTSD may want to pool assessment information collected by many clinicians to find out more systematically which treatments work and which do not. Researchers will also work independently from the clinic by conducting surveys of groups of trauma survivors to investigate the effects of particular types of trauma (prevalence studies), or by running more basic research experiments to look at the psychological processes associated with PTSD. Between them, then, researchers and clinicians in the field of PTSD have settled upon a number of standardized assessment techniques. The principal ones that are used, both in the clinic and in the laboratory, are structured clinical interviews and self-report questionnaires. However, increasingly, techniques such as psychophysiological measurement and brain imaging are being employed.
5.1 Interview measures of PTSD

There are two broad ways in which PTSD is assessed using clinical interviews. Firstly, trauma survivors take part in a general, standardized, structured psychiatric interview that asks questions not only about PTSD but also about a whole range of other psychiatric disorders. One of the more common schedules is the Structured Clinical Interview for the Diagnostic and Statistical Manual or SCID (First et al., 1997) A sample extract from the SCID is reproduced in Table 2.3. These interview schedules have the considerable advantage of being able to provide a diagnosis of PTSD as well as any other co-morbid diagnoses that the individual may present with. As we have already seen, co-morbid diagnoses, especially depression, are extremely common in trauma survivors, and it is important for the purposes of research and for the development of clinical treatments that the entire symptom picture is captured in those who have experienced trauma.

Table 2.3 Some interview questions from the SCID

<table>
<thead>
<tr>
<th>Interview Question</th>
<th>DSM–IV Symptom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Now I would like to ask a few questions about specific ways that it may have affected you. For example:</td>
<td>B. The traumatic event is persistently re-experienced in one (or more) of the following ways:</td>
</tr>
<tr>
<td>F42 did you think about (TRAUMA) when you did not want to or did thoughts about (TRAUMA) come to you suddenly when you didn’t want them to?</td>
<td>1 recurrent and intrusive distressing recollections of the event, including images, thoughts, or perceptions. Note: in young children, repetitive play may occur in which themes or aspects of the trauma are expressed.</td>
</tr>
<tr>
<td>F43 what about having dreams about (TRAUMA)</td>
<td>2 recurrent distressing dreams of the event. Note: in children, there may be frightening dreams without recognizable content.</td>
</tr>
<tr>
<td>F44 what about finding yourself acting or feeling as if you were back in the situation?</td>
<td>3 acting or feeling as if the traumatic event were recurring (includes a sense of reliving the experience, illusions, hallucinations, and dissociative flashback episodes, including those that occur on awakening or when intoxicated). Note: in young children, trauma-specific re-enactment may occur.</td>
</tr>
<tr>
<td>F45 what about getting very upset when something reminded you of (TRAUMA)</td>
<td>4 intense psychological distress at exposure to internal or external cues that symbolize or resemble an aspect of the traumatic event.</td>
</tr>
<tr>
<td>F46 what about having physical symptoms – such as breaking out in a sweat, breathing heavily or irregularly, or your heart pounding or racing?</td>
<td>5 physiological reactivity on exposure to internal or external cues that symbolize or resemble an aspect of the traumatic event.</td>
</tr>
</tbody>
</table>

(Source: taken from First et al., 1997, p.74)
However, for many clinicians and researchers, such general psychiatric interviews are too unwieldy and, consequently, several structured interviews that focus specifically on the symptoms of PTSD have also been developed. Perhaps the most widely used of these is the Clinician Administered PTSD Scale or CAPS (Blake et al., 1990). This consists of a number of questions based on the diagnostic criteria for PTSD outlined in Table 2.1. The interview assesses both lifetime and current presence of PTSD in the trauma survivor and focuses on both the frequency and the intensity of the PTSD symptoms. In statistical terms, the CAPS has been found to have good agreement with the opinions of clinicians about diagnosis and also good agreement with self-report questionnaires of PTSD symptoms and thus has convergent validity. There is also now a version of the CAPS developed for children (CAPS-C).

5.2 Self-report measures of PTSD

For many clinical and research purposes, even the specialist PTSD clinical interviews are sometimes too lengthy. For this reason, a number of self-report questionnaires that the trauma survivor can complete in a few minutes have been developed. Some of these focus on a specific trauma; for example, the Mississippi Scale for Combat-Related PTSD (M-PTSD) is a 35-item, self-report questionnaire (Keane et al., 1988) and is one of the most widely used measures for combat veterans seeking treatment. The M-PTSD assesses both standard PTSD symptoms and features of depression, substance abuse and suicidal intent. A key aspect of questionnaire measures of PTSD is how well they simulate the results of a full, structured diagnostic interview such as the SCID or the CAPS. The developers of questionnaires normally recommend a cut-off score, above which one can have a degree of certainty that individuals in question would meet full criteria for a diagnosis of PTSD were they to be formally assessed using a more rigorous interview technique. Two terms are used to assess these aspects of a questionnaire. Sensitivity is a measure of how good the questionnaire is at differentiating PTSD from non-PTSD patients. Specificity is the term used to see how well the questionnaire discriminates PTSD patients from patients with other similar disorders.

One of the most widely used self-report instruments for the assessment of post traumatic symptomatology has been the Impact of Event Scale or IES (Horowitz et al., 1979). The IES can be anchored to any specific life event, including traumatic events, and taps the three symptom clusters that are central to the diagnosis of PTSD; namely, re-experiencing, avoidance, and hyperarousal. The items on the IES were chosen from a long list of statements that had been most frequently used to describe episodes of
distress by people attending a stress clinic. The participants in the initial study had either suffered various forms of bereavement or had received personal injuries resulting from road traffic accidents, violence, illness, or surgery. An extract from the IES is shown in Table 2.4.

Table 2.4 Extract from the Impact of Event Scale

<table>
<thead>
<tr>
<th>Comment</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not at All</td>
</tr>
<tr>
<td>1 I thought about it when I didn’t mean to.</td>
<td></td>
</tr>
<tr>
<td>2 I avoided letting myself get upset when I thought about it or was reminded of it.</td>
<td></td>
</tr>
<tr>
<td>3 I tried to remove it from memory.</td>
<td></td>
</tr>
<tr>
<td>4 I had trouble falling or staying asleep because of pictures or thoughts about it that came into my mind.</td>
<td></td>
</tr>
<tr>
<td>5 I had waves of strong feelings about it.</td>
<td></td>
</tr>
<tr>
<td>6 I had dreams about it.</td>
<td></td>
</tr>
<tr>
<td>7 I stayed away from reminders about it.</td>
<td></td>
</tr>
<tr>
<td>8 I felt as if it hadn’t happened or it wasn’t real.</td>
<td></td>
</tr>
<tr>
<td>9 I tried not to talk about it.</td>
<td></td>
</tr>
<tr>
<td>10 Pictures about it popped into my mind.</td>
<td></td>
</tr>
</tbody>
</table>

(Source: adapted from Horowitz et al., 1979, p.214)
When analysing how effective a questionnaire is as a measure of PTSD there are a number of other indices that are important, as well as the constructs of sensitivity and specificity that have been discussed above (see also Chapter 5 of Book 1 for a discussion of these). The first of these is the internal reliability of the questionnaire. Internal reliability allows one to quantify the extent to which all of the questions on the instrument measure the same thing. So, for example, do the questions on the IES that concern re-experiencing all measure re-experiencing symptoms to more or less the same degree, or are some of the questions assessing something different to others? The usual measure of internal reliability for a questionnaire is called Cronbach’s Alpha and the higher the Cronbach’s Alpha, the more internally reliable the questionnaire is. Any reasonable questionnaire measure should have a Cronbach’s Alpha of more than 0.7 on a scale of 0–1.

The second construct that is important in assessing the value of a questionnaire is test-retest reliability. Test-retest reliability refers to the extent to which the scores on the questionnaire at one point in time are the same as scores on the questionnaire at a second point in time, if the circumstances for the person who is completing the questionnaire have not changed. So, for people with stable PTSD symptoms, their scores on a PTSD questionnaire one week should be fairly similar to their scores on the same questionnaire a week or two weeks later, as there have been no major symptom changes. If this is the case then the questionnaire is deemed to have good test-retest reliability. Alternatively, if one finds that, even though there has been little change in the person’s circumstances, the scores on the questionnaire with a time gap are markedly different, then the questionnaire is deemed to have poor test-retest reliability. This means that the questionnaire is obviously a poor measure of posttraumatic distress as it produces different scores under the same circumstances at different time points. Test-retest reliability, as with internal reliability, is measured on a 0–1 scale, and again, a score of 0.7 or more is usually taken as the benchmark for a good self-report instrument.

The internal reliability for the IES (see Box 2.2) – the most widely used measure of PTSD – is satisfactory, with a Cronbach’s Alpha of 0.78 for the re-experiencing symptoms and 0.82 for the avoidance symptoms, and a test-retest reliability of 0.89 for the re-experiencing symptoms and 0.79 for the avoidance symptoms (Horowitz et al. 1979). These figures, or figures very similar to them, have been replicated in a number of separate research studies. Furthermore, the IES correlates very well with other PTSD measures across a range of traumas including sexual abuse, civilian accidents, and natural disasters. The IES has been translated into many languages, for example Hebrew and Dutch.
You may recall that there are a number of issues to think about when translating psychological tests from one language to another (see Chapter 5, Book 1). This is because the relationship between language and thought is a complex one (see Chapter 2, Book 2).

The IES has also been successfully adapted for use with children. Indeed, it has been described as probably the best questionnaire available for evaluating a child with PTSD (McNally, 1991). The IES was pioneered with children who had survived the Herald of Free Enterprise ferry sinking in 1987 (Yule and Williams, 1990). Following this disaster, Yule and Williams reported that children as young as eight years old found the IES to be generally meaningful and relevant to their experiences. More recently, a short version of the scale for children has been developed.

The sinking of The Herald of Free Enterprise ferry

5.3 Psychophysiological assessment.

One problem with self-report and clinical interview assessments of PTSD is that, should individuals wish to misrepresent their symptoms, perhaps for personal gain (e.g. claiming damages), then it is relatively straightforward for them to do so (this issue is discussed further in Section 10.3). Therefore, one advantage of psychophysiological assessment, or biological tests on individuals who have survived trauma, is that they side-step this issue of potentially biased self-report. Psychophysiological measures used with trauma

Psychophysiological assessment
A term that refers to the measurement of changes in the nervous system reflecting psychological events such as anxiety.
survivors typically include assessments of heart rate, blood pressure, muscle tension, *skin conductance* level, and peripheral body temperature. In the case of PTSD, psychophysiological assessment has most usually assumed the form of ‘challenge tests’.

In challenge tests, individuals who have experienced a trauma are presented with either standardized or personalized reminders of their trauma, such as pictures. These reminders or cues are either presented visually or aurally and physiological measures are simultaneously taken. So for example, someone who has been in a road traffic accident (such as Jane in our first case study) may be wired up to various psychophysiological instruments while being shown pictures of road traffic accidents on a screen. Such analysis of an individual’s reaction to trauma cues allows at least three types of data to be gathered simultaneously: first, the physiological activity measures themselves; second, the individual’s subjective ratings about how distressing the pictures are; and, third, the clinician’s or researcher’s observations of the individual’s behaviour while the pictures are being presented. Both subjective and physiological measures in such situations have been found to reliably distinguish the trauma survivors who have PTSD from those who have experienced the same trauma but do not have PTSD. In technical terms, however, as discussed above, it seems at the moment that physiological measures provide good specificity following a trauma but that estimates of sensitivity are much more variable. To this extent, the jury is still out on how useful physiological measures will be in the clinic and at the moment they can only really be regarded as an interesting and pioneering supplement to the more usual clinical interview and questionnaire measures.

---

**You may also have thought of some ethical issues associated with such measures. We will consider the issue of revisiting traumatic events in more depth later on.**

---

**Summary Section 5**

- There are various subjective and objective ways of assessing the presence of PTSD in a trauma survivor.
- More subjective methods include structured clinical interviews such as the SCID or the CAPS, and self-report questionnaires such as the IES.
- More objective measures include monitoring heart rate, skin conductance and muscle activity.
6 Theoretical approaches to PTSD

There are numerous theories of PTSD that hold more or less sway with members of the research and clinical communities. Some of these theories concentrate on imbalances of neurotransmitters in the brain, some look at changes in brain structure following trauma, some look on PTSD as a problem involving specific behaviours following a trauma, other theories see PTSD as a problem of the cognitive processing of traumatic information, and yet other theories think of the disorder as a problem of conditioned fear responses. Finally, PTSD is conceptualized by some as a social or interpersonal disorder. Any theory that argues that PTSD is solely a function of any one of these problems, for example chemical imbalance or conditioning, is more or less discredited within contemporary psychology and psychiatry, and it is more normal for people to view complex disorders such as PTSD as comprising problems in all of the domains of behaviour: emotion, cognition, neurochemistry, neurobiology, and the psychosocial.

Activity 2.2 Types of theory and types of data

Write down how these various theories of PTSD relate to the different kinds of data outlined in Book 1, Introduction, Section 2.2.

<table>
<thead>
<tr>
<th>Behavioural data</th>
<th>Inner experience data</th>
<th>Material data</th>
<th>Symbolic data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Comment

Cognitive theories of PTSD are concerned with the person’s thoughts and interpretations of the trauma (see below), in other words, the data of inner experience. However, these data will only be accessible to the observing psychologist indirectly via behavioural data, for example the verbal report that the person experiencing these events gives to the psychologist.

It is beyond the scope of this chapter to consider all of the theories on PTSD. Instead, we will focus on a number of key theories to illustrate the types of ideas that clinicians and researchers working with trauma victims have used.
to guide their thinking and treatment. Three types of theory will be considered: a behavioural learning theory, a cognitive theory, and a neurobiological theory.

Most researchers and clinicians acknowledge that any theory of PTSD that concentrates on one type of explanation such as neurobiology, conditioning, cognitions and so on is bound to be incomplete. However, there is much less acknowledgement that theories should have a broader focus than a specific disorder such as PTSD. Perhaps a comprehensive theory should be able to account for all types of emotional disorder and even normal emotion processing. However, such macro-theories are rare in the literature and a truly global theoretical approach to mental health is a long way off.

6.1 Behavioural learning theory

Perhaps the most influential learning theory of PTSD derives from Mowrer’s two-factor theory (Mowrer, 1960) which was influential in the development of exposure therapy for a range of anxiety disorders (see Section 7.1 on treatment). According to Mowrer, the development of fear reactions occurs through a process of classical conditioning (see Chapter 3, Book 1). The prototypical example of classical conditioning is Pavlov’s experiment with his dogs (Pavlov, 1928). In Pavlov’s landmark experiment, a bell was rung every time the dogs were fed. In the language of learning theory, the food was the unconditional stimulus (UCS) and the bell was the conditional stimulus (CS). Whenever the food was presented, not surprisingly, the dogs began to salivate. In the language of learning theory, this is the unconditional response (UCR) to the unconditional stimulus (UCS) of food. After a while, the bell was rung without the food being presented. What Pavlov found, famously, was that, even though the food (UCS) was no longer present, the dogs still salivated to the sound of the bell. In learning terms, they provided a conditional response (CR) of salivation to the conditional stimulus (CS) of the bell. Similar experiments have been carried out where the bell (CS) was rung at the same time as an electric shock was administered (UCS). The UCR to the shock was to avoid it and, in time, this can to be elicited as a response (CR) to the CS of the bell alone (with no shock).

The concept of classical conditioning has been applied to PTSD in the following way. Emotionally neutral stimuli (conditional stimuli) such as the white van in the case of Jane are present during the trauma when the individual is experiencing fear (unconditional response) to the core
aspects of the traumatic situation such as the threat of death (unconditional stimulus). The neutral (conditional) stimuli then come to elicit the (conditional) response of fear at a later date, even when the threat of death (unconditional stimulus) is no longer present. So, in Jane’s case, whenever she later saw a white van she experienced an automatic, conditioned fear response. Classical conditioning then, is the first factor in Mowrer’s two-factor theory.

The second factor in Mowrer’s model involves operant conditioning (see again Chapter 3, Book 1). Operant conditioning refers to a process whereby a particular behaviour is reinforced such that it increases in the future; so, for example, dogs may learn to stand by the front door if they want a walk because, previously, the behaviour of standing by the front door has been reinforced by their owners taking them for a walk shortly afterwards. Applying this idea to PTSD, the suggestion is that the traumatized individual learns to reduce trauma-related fear or anxiety by avoiding or escaping from cues or reminders of the trauma. Escape and avoidance behaviours become reinforced as a function of their predicted ability to end the aversive fear state. A problem with such persistent avoidance, however, is that the trauma survivor never learns that the conditional stimulus is no longer occurring in the presence of the unconditional stimulus, namely the original trauma, and so conditioned fear to the conditional stimulus is maintained. In the case of Jane, she controls her conditioned fear to white vans by avoiding them. Her avoidance is reinforced because it leads to her feeling less fear. However, because she avoids white vans she never gets to learn that they are actually generally harmless. In her mind they are always associated with the accident (the unconditional stimulus) and this relationship never becomes unlearned.

The treatment approach of exposure therapy (see Section 7.1, later in the chapter) was developed from this two-factor theory. It follows logically from the theory that successful treatment should include confrontation with the CS (reminders of the trauma) in the absence of the UCS (the original trauma) until the CR (fear to the CS) diminishes or is ‘extinguished’. In other words, by encouraging Jane to spend time with white vans so that she learns that nothing bad usually happens, her fear of white vans will gradually go away.

The main problem with the behavioural model of PTSD is that there is too little attention paid to ‘higher-order’ psychological constructs such as attribution, motivation, thoughts, interpretations, beliefs and so on. This has led clinicians and researchers to develop cognitive theories of PTSD to complement this purely behavioural account.
6.2 A cognitive theory of PTSD

A good example of a cognitive theory of PTSD was proposed by Power and Dalgleish (1997). The suggestion was that, as well as the conditioned fear reactions that develop following trauma discussed in the previous section, traumatized individuals also experience fear because they cognitively evaluate the trauma and the effect of it on their lives as currently threatening. This cognitive evaluation of the current impact of something is called a cognitive appraisal (see Chapter 1, for the role of cognitive appraisal in stress).

Cognitive theories propose that traumatized individuals suffer from appraisal-driven fear in this way, as well as conditioned fear to stimuli that remind them of the original trauma. They also suggest that these two types of fear reaction occur through different routes in the mind (see Figure 2.2). In the Power and Dalgleish (1997) model, conditional fear responses occur via what they call associative representations in the mind and appraisal-driven fear responses occur via schematic model representations in the mind. The treatment of cognitive therapy has arisen out of cognitive models of emotional disorder and examines the types of appraisals that people make following trauma and encourages them to change them (cognitive therapy is discussed below in Section 7.2).

![Figure 2.2](image)

6.3 A neurobiological theory of PTSD

The most influential neurobiological theory relating to understanding PTSD is LeDoux’s model of conditioned fear reactions (LeDoux, 1995). LeDoux’s work centres on a part of the brain called the amygdala. The earliest indications of the importance of the amygdala came from the famous but controversial work of Kluver and Bucy (1937). They found that, following surgical removal of large parts of the brain including the amygdala, monkeys
lost their usual fear of humans and normal aggressiveness and instead became docile and lacking in facial expression. These effects (along with some others) were labelled the Kluver-Bucy Syndrome and it is now known that the Kluver-Bucy Syndrome is a function of removal or damage specifically to the amygdala.

LeDoux has argued that the amygdala is the central ‘emotional computer’ for the brain, analysing sensory input for any emotional significance it might have and performing more sophisticated cognitive functions to evaluate emotional information. Certainly the amygdala has all the right brain connections to perform this role. It receives inputs from the regions of the brain concerned with visual recognition and auditory recognition, and it also has close connections with the parts of the brain known to be concerned with emotional behaviour. Perhaps, the most distinctive aspect of LeDoux’s theory is his suggestion that the amygdala can compute the emotional consequences of sensory information from two sources: detailed sensory information from the visual and auditory brain regions and crude sensory information directly via a more primitive route (a part of the brain known as the thalamus). In this way, the amygdala can generate conditioned fear reactions in sufferers of PTSD as a result of processing very basic attributes of a stimulus (in the case of Jane in our first case study this might be a big, fast moving shape) via the thalamus, or more sophisticated representations (in the case of Jane, any type of large vehicle) via the sensory cortex, right up to very specific representations similar to the original trauma (in the case of Jane, white vans) via the rhinal cortex and hippocampus. These different routes to conditioned fear are represented in Figure 2.3. (See also Chapter 4, Book 1, and Part 3 of Video 1 on brain imaging).

![Figure 2.3](image_url)  
Schematic illustration of LeDoux’s model
Summary  Section 6

- There are numerous theories of PTSD at different levels of explanation such as the biological, the psychological and the social. Some of these have been considered here.
- Behavioural learning theories conceptualize PTSD as a combination of classically and operantly conditioned responses. Classical conditioning means that many cues set off a fear reaction in the PTSD sufferer and operant conditioning ensures that avoidance of these cues is reinforced because it leads to the avoidance of fear.
- Cognitive theories build on these arguments by adding that some fear reactions in PTSD are about evaluating the sufferer’s current situation as threatening and dangerous.
- Neurobiological theories attempt to provide a biological basis for the psychological explanation contained in learning and cognitive accounts.

The treatment of PTSD

In considering treatment intervention in cases of PTSD, it is wise to step back and take a somewhat broader view of the area of trauma response in general. Essentially, dealing with psychological distress following trauma falls into three phases. First, there is the immediate aftermath of the trauma when psychosocial aspects of individual care can be arranged, debriefing and education about the possible consequences of trauma can be provided, and screening of potential long-term problems can take place. Second, there is ongoing longer-term help involving treatment of specific disorders such as PTSD with psychological therapies or medication. Finally, there are also the longer-term aspects of psychosocial care, such as the setting up of survivor groups and other such out-reach services. Here we focus on the second phase – specific treatments of PTSD.

7.1 Exposure therapy for PTSD

A variety of terms have been used in the psychological and psychiatric literature to describe the idea that prolonged exposure to any stimulus that a patient finds anxiety-provoking, in the absence of relaxation or other anxiety-reducing methods, may lead to eventual diminution in the anxiety response. These terms include flooding, imaginal exposure, in-vivo exposure, prolonged exposure
and directed exposure. We shall refer to all of these collectively as ‘exposure therapy’ (Foa and Rothbaum, 1998). Exposure therapy typically begins with development of what is called an ‘anxiety hierarchy’. This is an individual list prepared by the client of the aspects of a stimulus that produce fear and distress (in the case of PTSD this is the traumatic event). At the bottom of the hierarchy would be those aspects that only elicit mild fear. As one goes up the hierarchy, the elements should have the potential to elicit progressively more and more fear until the top of the hierarchy which represents the most feared aspect of the trauma. In some forms of exposure therapy, such as flooding, treatment sessions begin with exposure to the top item on the hierarchy. In other forms of exposure therapy, items rated as moderately anxiety-provoking are the starting point. All exposure therapy methods share the common feature that the person confronts the fear-inducing stimulus until the anxiety is reduced. See Figure 2.4 for an example of an exposure hierarchy for someone who has been involved in a shipping disaster.

Figure 2.4 Exposure hierarchy for someone involved in a shipping disaster

Activity 2.3 An exposure hierarchy for Jane

Imagine that you are the psychologist working with Jane following her accident (see the case study at the beginning of this chapter) and that you had to help Jane generate an exposure hierarchy as part of her treatment. Jane states that at the bottom of the
hierarchy she would place being a passenger in a car driven by someone she trusts. Have a
go at drawing up the rest of the hierarchy. It is useful to start at the top and then work
from both ends. Remember, there are no right or wrong answers (the client, in this case
Jane, would usually do this him/herself) and the main thing is to have a go.

There are several variants of exposure therapy in the PTSD domain. In imaginal
exposure therapy, patients confront their memories of the traumatic event in
imagination. Some imaginal methods involve clients providing their own
autobiographical narrative of the trauma in detail in the present tense, for a
prolonged period of time (for example, 45 to 60 minutes), with prompting by
the therapist for any details that may be omitted. This narrative is then taped
and the person takes it away and listens to it in between therapy sessions. Other
forms of imaginal exposure involve the therapist presenting a scene to the
client, based on information gathered prior to the exposure exercise. The
duration and number of exposure therapy sessions also varies across different
conceptualizations of the treatment. However, in general, exposure sessions are
between one and two hours in length and a course of at least ten sessions of
therapy is usual. Finally, it is important to note that exposure therapy is rarely
used alone as a treatment but it is often combined with other treatment
components such as education about the course and symptoms of PTSD,
relaxation training and cognitive therapy.

Systematic desensitization (SD) is a specific form of exposure therapy that is
paired with relaxation training and was first put forward by Wolpe (1958). The
central thesis is that relaxation is thought to be fundamentally incompatible
with an anxiety response. Therefore by exposing the person to the traumatic
event, thus eliciting anxiety, and following this immediately with relaxation
procedures, it is thought that the anxiety will be reduced. As with other forms
of exposure therapy, the first step in SD is typically to develop an anxiety
hierarchy. Relaxation training is then taught until clients become proficient in
being able to relax their body in a few minutes. Upon gaining this skill, the
exposure session begins, pausing for the initiation of relaxation when the
anxiety begins to mount. The therapist oscillates between relaxation and
exposure until the client is able to tolerate all the stimuli on the hierarchy
without any anxiety.

As already mentioned in Section 6.1, exposure therapy for PTSD has its
origins in behavioural-learning theories of the disorder. The idea is that
exposing the individual to various conditioned stimuli that elicit fear (see
Figure 2.4) will demonstrate that these stimuli are not threatening, provided the
individual can remain in the exposure situation until the fear subsides.
7.2 Cognitive therapy

Cognitive therapy (CT) is a widely-used clinical technique that was initially developed by Beck (e.g. Beck et al., 1979) for the treatment of depression. It was then developed further as a treatment for anxiety disorders, substance abuse and personality disorders. CT is based on Beck’s early theory that the interpretation of an event, in this case a trauma, rather than the event itself is what determines mood states. The example often used in CT is where clients are asked to imagine lying in bed at night and hearing a loud noise downstairs in their house. The interpretation that the noise has been produced by the cat leads to benign feelings such as relief. Alternatively, the interpretation that the noise was produced by a burglar leads to negative feelings of fear and distress. Beck argues that certain individuals are prone to interpret such ambiguous situations in a negative manner and that this may lead to chronic negative mood states. These erroneous and dysfunctional interpretations, generally referred to by Beck and allied theorists as negative automatic thoughts, are conceptualized as either inaccurate or too extreme for the situation that elicited them. The aim of CT is to assess systematically the patterns of these automatic thoughts that individuals present with and teach clients skills that might help to modify them. This process occurs in stages whereby clients are taught to identify negative automatic thoughts, then to challenge those evaluated as inaccurate or biased, and, finally, to replace them with more ‘rational’ thoughts. In the domain of trauma, much of this work revolves around issues such as safety, danger, trust, responsibility, shame and guilt.

Let us consider Arnold in the second case study: he had lots of thoughts to the effect that he should not be troubled by the war any more as it was 50 years ago, and that therefore the fact that he was so distressed might mean that he is going mad, that he is weak, or that he should be feeling ashamed and guilty, and so on. Within cognitive therapy, these thoughts would be challenged by the evidence that the sort of reaction that Arnold was having was normal, was not a sign of going mad, and was not something to be embarrassed about. This would help Arnold to come to terms with his feelings and perhaps to embark on some exposure therapy to reduce some of the conditioned fear reactions that he was suffering from.

7.3 Pharmacotherapy for PTSD

As with any psychological condition, there are neurobiological changes that are associated with the symptoms of PTSD (see LeDoux’s theory in Section 6.3). Table 2.5 indicates the symptoms of PTSD allied to the possible psychobiological abnormalities that underlie them.
Table 2.5  Psychobiological abnormalities possibly associated with PTSD

<table>
<thead>
<tr>
<th>Proposed psychobiological abnormality</th>
<th>Possible clinical effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adrenergic hyperactivity</td>
<td>Hyperarousal, re-experiencing, dissociation, rage/aggression, abnormal information/memory processes, panic/anxiety</td>
</tr>
<tr>
<td>Hypothalamic-pituitary-adrenocortical enhanced negative feedback</td>
<td>Stress intolerance</td>
</tr>
<tr>
<td>Opioid dysregulation</td>
<td>Numbing</td>
</tr>
<tr>
<td>Elevated corticotropin-releasing factor levels</td>
<td>Hyperarousal, re-experiencing, panic/anxiety</td>
</tr>
<tr>
<td>Sensitization/kindling</td>
<td>Hyperarousal, re-experiencing</td>
</tr>
<tr>
<td>Glutamatergic dysregulation</td>
<td>Dissociation, impaired information and memory processing</td>
</tr>
<tr>
<td>Serotonergic dysregulation</td>
<td>Numbing, re-experiencing, hyperarousal, poorly modulated stress responses, associated symptoms*</td>
</tr>
<tr>
<td>Increased thyroid activity</td>
<td>Hyperarousal</td>
</tr>
</tbody>
</table>

* Associated symptoms: rage, aggression, impulsivity, depression, panic/anxiety, obsessional thoughts, chemical abuse/dependency

(Source: taken from Friedman et al., 2000, p.85)

Various types of medication have been used to treat the symptoms of PTSD and a large number of treatment trials have been carried out to investigate the effectiveness of these drugs (Friedman et al., 2000). Summarizing across this wealth of data, it seems that there is a limited number of things that we can state for certain: first, many people are indeed already receiving medication following trauma; second, clinical trials usually show that at least some patients benefit tremendously from pharmacotherapy while others seem to receive very little or no benefit; third, one particular class of drugs, namely selective serotonin re-uptake inhibitors (SSRIs), a type of anti-depressant, seems particularly effective for PTSD and is currently the best established drug treatment in existence. SSRIs are also an attractive choice because they may improve associated problems in PTSD cases such as depression, panic and obsessive compulsive disorder, as well as reducing alcohol consumption (Brady et al., 2000).
7.4 How effective are treatments for PTSD?

Box 2.3 considers the ways in which studies that evaluate the effectiveness of PTSD treatments should be set up. Clearly, any treatment that is targeted towards serious disorders such as PTSD has to be something that patients and clinicians have faith in. The treatments that we have described above are supported by several well-controlled studies (of the sort described in Box 2.3).

2.3 FEATURED METHOD

Guidelines for well-controlled treatment studies in PTSD

The International Society for Traumatic Stress Studies (ISTSS) has published practice guidelines for the treatment of PTSD (Foa et al., 2000). These guidelines are derived from a number of carefully controlled treatment outcome trials that were carried out at great expense by researchers and clinicians throughout the world. A number of guidelines regarding what constitutes a well-controlled research study (to establish whether or not a treatment is helpful in reducing PTSD symptoms) have been developed. According to the ISTSS well-controlled studies should possess the following features:

1. **Clearly defined and evaluated target problems**
   - Treatment trials which are aimed at PTSD must be sure to include only those individuals who meet the criteria for PTSD. To this end, it is important that measures with good statistical properties (such as valid and reliable structured clinical interviews, see above), are used in diagnosing individuals who will be included in any treatment-based research.

2. **Assessor training**
   - As well as using very good assessment measures such as structured clinical interviews, it is imperative that the assessors who are using those interviews are well trained.

3. **Manualized, replicable, specific treatment programmes**
   - Detailed treatment manuals help to ensure consistent treatment delivery across patients by the same therapist, and across different therapists. They also allow the same treatment regime to be taken on by clinicians after the trial has finished and employed in a more day-to-day healthcare setting.

4. **Unbiased treatment assignment**
   - In order to get round one potentially large source of bias in treatment trials, it is important that patients should be assigned randomly to treatment conditions or assigned using some form of sampling approach devised by a statistician. This is necessary so that we can make sure that any differences or similarities among different types of treatment are a function of the treatment technique, rather than any biasing in terms of putting some patients in one treatment group and
other patients in another for extraneous reasons. Similarly, to separate the effects of a given treatment from the effects of a particular therapist, each treatment should be delivered by at least two therapists and, again, patients should randomly be assigned to therapists within each treatment condition.

5 **Treatment adherence**

Treatment adherence ratings allow us to understand whether treatments are really carried out as planned and where the components of one treatment condition drift into being very similar to components of another treatment condition. Again, treatment adherence should be carried out by trained evaluators listening to tapes of the treatment sessions and rating those tapes as to how close they are to the treatment manual.

6 **The use of blind evaluators**

Many of the early studies of the treatment of PTSD relied primarily on asking the treating therapist and/or the patient to report how well they thought the treatment had gone. Clearly, such views may not be unbiased and expectancy and demand effects may come into the evaluation. Therefore, for any credible treatment outcome study, it is essential that blind evaluators are used.

(Source: based on Foa et al., 2000)

Any study adhering to the above criteria will provide extremely important data in developing treatments for PTSD. However, it is important to be aware that even when following these guidelines, studies can have limitations. For example, the strict requirements for entry into PTSD studies can mean that the samples that are included are not really representative of trauma survivors in general. This may mean that the effects of the treatment in these studies may not be generalizable to the everyday clinic. Similarly, in most treatment trials it is necessary to follow up the treatments for one or two years to see that they are effective in the long term as well as the short term. With such stringent research practices, it is not uncommon for lots of people to drop out of the trials and for others to be difficult to find or contact in the follow-up period. Therefore, it may be that the people who have dropped out of the study tell us more than the people who stayed in but that we do not have access to that information and therefore the information that is reported is incomplete.

Generally speaking, exposure therapy (ET) and cognitive therapy (CT) are the psychological treatments of choice for PTSD. A number of recent large scale, randomized, controlled studies (Foa et al., 1991; Foa et al., 1999; Marks et al., 1998; Tarrier et al., 1999) have all compared ET and/or CT with more than one other therapy and found them both to be effective treatments. There have also been a number of other studies examining the efficacy of ET and/or CT that are less well controlled but that report broadly similar findings.
For example, in the Foa et al. (1991) study, ET was compared with a wait list control, and two other active treatments – supportive counselling and stress inoculation training (a form of anxiety management technique involving among other things: deep muscle relaxation, breathing control, and role playing). There were nine treatment sessions over five weeks and the clients were rape victims. At the three-month follow-up there were no significant differences between the three active treatments (although all three were significantly different from the control) with all three groups showing approximately 50 per cent remission rates of PTSD. In a follow-up study Foa et al. (1999) replaced supportive counselling with ET combined with stress inoculation training. Again there were no statistically significant differences between the three active treatment conditions at follow-up points up to one year post-treatment.

In the Marks et al. (1998) study, the client group was a sample with chronic PTSD following a variety of traumas. The treatments were ET, CT, ET and CT combined, and a relaxation control. Again, there were no significant differences at three month follow-up between the three active treatments, and again all were significantly different from control, with approximately 70 per cent showing remission from PTSD. Finally, in the Tarrier et al. (1999) study ET and CT were compared in a chronic PTSD sample. Both treatments were effective; again there was no difference between treatments.

**Summary**

- A number of different treatments for PTSD exist.
- Exposure therapy is based on behavioural learning theory and principally involves encouraging trauma survivors systematically and repeatedly to go over the details of their trauma until the resulting distress subsides.
- Cognitive therapy involves helping trauma survivors to challenge their thoughts and interpretations about the trauma and their reactions to it.
- Pharmacotherapy is used mainly in conjunction with the psychological therapies; the drugs of choice for the treatment of PTSD are SSRIs.

**Wait list control**

A comparison group who receive no treatment and therefore remain on the waiting list for treatment, to provide an estimate of the natural improvement of symptoms over time.
8 The status of the classification and the psychiatric diagnosis of PTSD

In the remainder of the chapter we consider three broader issues in mental health using PTSD as one example of an emotional disorder.

8.1 Psychiatric labels in general

Earlier in the chapter we looked at two individual case studies illustrating aspects of posttraumatic distress. In doing so, it has been possible to determine aspects of what is unique about each individual case. However, it is also extremely important to learn how the different cases may be similar to each other in terms of the types of symptoms and problems that are involved. Barlow and Durand (1995) give several reasons for making such a comparison. In the first place, if there are other people in the past who have had the same sorts of problems or difficulties, we can use this historical knowledge to find a lot of information that might be applicable to the cases we are currently thinking about. For example, we can see how the problems started for those other individuals, what things seemed to be around at the same time that the problem started and how they contributed to the problem, how long the problem lasted, whether the problem just went away or needed treatment, what sort of factors were around that helped the person recover from the problem, and so on. Most importantly, we can potentially understand exactly what treatments might have helped that person and what treatments may have had no effect. By making these kinds of general conclusions based on similarities across different cases we do not have to start from the beginning with each new case that comes into the clinic. This is not to disregard the individual aspects of each case but just to take care not to assume that every case is entirely unique.

Consequently, what the clinical and research communities have done in the area of mental health is to try to systematize the similarities in psychological problems that exist across groups of individuals or cases. One is trying to name or classify a particular problem and make a diagnosis. The diagnosis of PTSD, as exemplified in Table 2.1, is a classic example of such an approach. Diagnosis is not only useful in the clinic it is also helpful for research, in that groups of individuals with the same diagnosis – that is, those individuals who have similarities across a range of symptoms – can be included in research studies to understand more about the particular problems that they suffer from. Furthermore, some people find it very helpful to be given a diagnosis as this gives them a conceptual framework within which they can understand the
sorts of things that have happened to them (see Chapter 5, Book 2 and Chapter 5 on autism in this book).

Exactly what does and does not constitute a disorder is, however, a difficult question to answer. A reasonable definition of disorder is: some form of psychological dysfunction associated with distress or impairment in day-to-day functioning that is not a typical or culturally normal response. However, even with this definition to guide us, all is not clear-cut. For example, imagine the hypothetical case of John. John has lots of friends, a good marriage, and a healthy and active social life. He has a good job, working in an open-plan office as an accountant. John has one peculiarity, however. Once or twice a day, he lets out a loud yelp which he is unable to control. He then goes into a strange hypnotic-like state and stares into the distance for about five or six minutes. No organic or physical cause has ever been found for John’s condition and it is generally assumed that it is ‘psychological in nature’. However, the problem has been around for so long that John’s friends, family, and colleagues hardly notice when it happens anymore and certainly aren’t bothered by it. Furthermore, John himself is almost completely untroubled by this, having come to terms with it a long time ago. His work is exemplary, his friends enjoy his company, and he otherwise has a very successful and enjoyable life. Nevertheless, strangers notice John’s behaviour. They can act in a very disturbed and distressed way, often thinking that perhaps they should call a doctor or try to revive John and get him to respond to communication. So, would we diagnose John as having a psychological disorder? He does have what has been diagnosed as a psychological dysfunction and there is distress in other people at its manifestation and, for short periods at least, some impairment in his functioning. Furthermore it is not a typical or culturally expected behaviour. However, it has barely any effect on John’s day-to-day life and he seems perfectly happy, as do the people around him.

However, once a disorder has been diagnosed there is then the problem of labelling. Something about the way human beings conceptualize the world means that any label, even one as superficial as the colour of somebody’s skin, can be taken to symbolize the totality of that individual (‘he’s purple ... therefore he is different from us’). This problem is rife in the area of psychiatric disorders – psychiatric labels are extremely prone to picking up negative connotations. Labelling people as schizophrenic, depressed or traumatized builds stigma for them and may interfere with their social and occupational functioning. Furthermore, once labelled, individuals with a disorder may identify with the negative connotations that the label carries. This may affect their self-esteem and self-concept.
One might think that in forward-looking, educated societies, the stigma associated with labelling should be on the decrease. However, pause for a moment and think about your own reactions to people who are described as mentally ill and ask yourself whether you sometimes expand your view of that person beyond a label describing a few specific behaviours to a concept of them as a complete individual.

8.2 PTSD as a diagnosis - some problems.

In Section 8.1 we discussed some of the pros and cons of using a concept such as mental disorder and of applying psychiatric labels. At a more specific level, there are a number of problems in particular with using the label of PTSD. For example, the focus on one posttraumatic syndrome can hinder exploration of alternative forms or variations of the disorder, and can also lead to discrepancies in definitions between different classification manuals. For example, in the DSM–IV there was discussion about the inclusion of ‘Disorders of Extreme Stress Not Otherwise Specified’ (DESNOS), sometimes also called ‘complex PTSD’. DESNOS involves very similar symptoms to PTSD along with profound changes of personality. During the publication of DSM–IV a decision was made, finally, not to include DESNOS in the Manual. However, the corresponding publication by the World Heath Organisation, the ICD–10 (World Health Organization, 1992), does include personality changes following a traumatic experience.

A second problem with the diagnosis of PTSD is the restriction of the diagnostic criteria to essential features (that is, only those symptoms necessary and sufficient for making the diagnosis). This leaves out many characteristics of posttraumatic stress which have extreme clinical relevance and which occur more often than they do not occur. The problem here is that the criteria as laid down in the DSM–IV, for example, are often employed by clinicians as if they were a complete description of the problem. Consequently, associated symptoms and features are often ignored and missed in treatment formulations. The reverse problem also occurs in that, because someone has a diagnosis of PTSD, the naive clinician might assume that all of the symptoms of PTSD are present and organize the treatment accordingly. Alternatively, a PTSD diagnosis might be missed altogether because of the overbearing nature of associated features which, if they are not described in the diagnostic manual, may mislead the assessor. Finally, the diagnosis of PTSD at one point in time compromises efforts to conceptualize the course of stress disorders as they evolve over months, years and even decades after the original trauma. It has been clear since original work by Kardiner (1941) that the first stage of
traumatic response very much resembles what we now call PTSD but the second stage, which can occur after several years and last a lifetime, can have almost any diagnostic manifestation and can be particularly exemplified by profound changes in the individual’s personality.

**Summary Section 8**

- There are possible benefits and problems of psychiatric diagnoses in general and with PTSD specifically.
- Labelling can stigmatize individuals and/or provide them with a framework within which to understand their problems.

### 9 The social-historical context of PTSD

#### 9.1 Freud, Janet and their legacy

So far we have talked about PTSD as if it has always been with us. However, PTSD has only been a formal psychiatric diagnosis since 1980. In this section, we briefly examine approaches to trauma and its psychological effects before 1980. In particular, we address the issue of why it has been so difficult to establish the diagnostic entity of PTSD and consider the proposal that social denial of the reality of trauma has a part to play.

The fact that exposure to overwhelmingly terrifying events can lead to psychological distress has been around in the ‘common sense’ database of human knowledge for thousands of years. In contrast, psychiatry and psychology as professions have been far more ambivalent about the reality of whether the experience of particular events can permanently and significantly alter people’s mental health. Thorny questions such as whether posttraumatic stress is physical or psychological, whether the trauma causes the problems or the problems are a function of pre-trauma vulnerabilities, or whether posttraumatic stress patients are malingering or somehow deficient in character, and so on, have never really gone away. A watershed in our understanding of the relationship of trauma to the psyche occurred around the end of the nineteenth century and the beginning of the twentieth century. At this time, two patriarchs of the psychotherapy world, Pierre Janet and Sigmund Freud, both formulated ideas about the relationship between trauma and the mind.
In his first four books, Pierre Janet described a total of 591 patients and reported a traumatic cause of their problems in 257 of them. Janet argued that when people experienced overwhelming emotions, their minds may be unable to fit this frightening traumatic experience into their existing mental representation of the world.

As a result, the memories of the experience will not be integrated into the person’s own awareness and, instead, these memories will be split off or dissociated from consciousness and, hence, from any voluntary control. Trauma, then, lingers in memory within the unconscious and intrudes when the person’s psychological defences are weak or compromised (Janet, 1919/1925).

Breuer and Freud drew on this work of Janet in their famous book Studies on Hysteria. They argued that ‘Hysterics suffer mainly from reminiscences.’ (Freud and Breuer, 1895/1986, p.58). The traumatic experience continues to impact on the patient. Through these intrusive memories the patient becomes fixated on the trauma. Later, Freud was to concentrate more specifically on cases of so-called hysteria (now generally agreed to be a form of posttraumatic stress reaction) where he famously and controversially argued that ‘a precocious experience of sexual relations ... resulting from sexual abuse committed by another person ... is the specific cause of hysteria’ (Freud, 1896/1962, p.152).

This seemingly great advance in our understanding of the nature of the mind, pioneered by Freud, was, however, turned on its head within a few years when Freud abandoned what had come to be known as the ‘seduction hypothesis’ and stated, in contrast, that hysteria in adults was a function of fantasies about early sexual experiences, rather than a result of real sexual experiences. Later in his life, in An Autobiographical Study, he wrote:

> I believed these stories [of childhood sexual trauma] and consequently supposed that I had discovered the roots of the subsequent neurosis in these experiences of sexual seduction in childhood ... If the reader feels inclined to shake his head at my credulity, I cannot altogether blame him... I was at last obliged to recognize that these scenes of seduction had never taken place, and that they were only phantasies which my patients had made up.

(Freud, 1925/1959, p.60–1)
It is important to remember that although Freud’s idea of fantasy is controversial in the case of alleged sexual abuse, it is nevertheless an important concept in psychoanalysis more generally.

Freud’s about-turn set back our understanding of the relationship between trauma and the psyche considerably. Following the two World Wars in the twentieth century there were brief revivals of the view that there is a relationship between genuine trauma and psychological distress. However, even when he was faced with incontrovertible evidence that the experiences of psychologically distressed soldiers returning from the front with shell shock had their origins in genuine trauma, rather than in some form of fantasy, Freud remained unconvinced and ended up proposing two theories of posttraumatic stress. One was based on what he called ‘unbearable situations’ such as combat, and the other on what he called ‘unacceptable impulses’, which does not need to have its origins in genuine trauma. This distinction was helped by the view that hysteria was mainly a problem suffered by women whereas combat stress was suffered principally by men.

From the beginning of the twentieth century until the 1970s, the proposal that posttraumatic stress was a genuine psychological reaction to external events was promoted by only a few lone voices such as Kardiner (e.g. Kardiner, 1941). Indeed, it was not until the emergence of the women’s movement, combined with swathes of traumatized soldiers returning from the American war in Vietnam, that a resurgence in commitment to the idea that psychological distress can have its origin in external traumatic events came about. We look next at a number of key events which stand out in this resurgence.

### 9.2 The 1970s and beyond

In 1974, Anne Burgess and Linda Holstrom at the Boston City Hospital in the US first described what they called ‘rape trauma syndrome’, noting that the experiences of flashbacks, nightmares and intrusive thoughts and images resembled the traumatic neuroses of war that had been described by Kardiner and his colleagues. At around the same time, systematic work on battered children and family violence began to be carried out. Gradually, the widespread sexual abuse of children and the devastation that it caused came to be documented (Herman, 1992). Despite this, a leading US textbook of psychiatry in 1980 still claimed that incest happened to fewer than one in a million women and that its impact was not particularly damaging (Kaplan et al., 1980).
Advances in our understanding of trauma and a greater focus on the toxic effects of childhood sexual abuse as a function of the women's movement were paralleled in another domain by the development of RAP groups (small discussion groups for combat veterans) consisting of recently returned Vietnam veterans. In these RAP groups, veterans talked about their war experiences and began to delve into the literature of Kardiner and other psychiatrists who had worked with trauma victims from the First and Second World Wars. Based on these experiences, the RAP groups made a list of the 27 most common symptoms of traumatic stress that were reported in the literature and compared these with over 700 clinical records of Vietnam veterans. Through this process they were able to whittle down the symptom list to what they regarded as the most critical elements. The final list, unsurprisingly, was very close to the one that Kardiner had described in 1941.

Various events such as these in the 1970s culminated in the inclusion of PTSD for the first time in the DSM, in DSM–III (American Psychiatric Association, 1980). The various different syndromes that had been formulated – rape trauma syndrome, battered woman syndrome, Vietnam veterans' syndrome, and abused child's syndrome – came under the umbrella of the new diagnosis. However, PTSD as a formal diagnostic entity did not come out of the blue and Table 2.6 illustrates the evolution of international and US diagnoses for stress reactions from 1948 to 2001.

<table>
<thead>
<tr>
<th>International</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICD–6 (1948)</td>
<td>DSM–1 (1952)</td>
</tr>
<tr>
<td>Acute situational maladjustment</td>
<td>Transient situational personality disturbance</td>
</tr>
<tr>
<td></td>
<td>Gross stress reaction</td>
</tr>
<tr>
<td></td>
<td>Adult situational reaction</td>
</tr>
<tr>
<td></td>
<td>Adjustment reaction of:</td>
</tr>
<tr>
<td></td>
<td>Infancy</td>
</tr>
<tr>
<td></td>
<td>Childhood</td>
</tr>
<tr>
<td></td>
<td>Adolescence</td>
</tr>
<tr>
<td></td>
<td>Late life</td>
</tr>
<tr>
<td>ICD–8 (1968)</td>
<td>DSM–II (1968)</td>
</tr>
<tr>
<td>Transient situational disturbance</td>
<td>Adjustment reaction of:</td>
</tr>
<tr>
<td></td>
<td>Infancy</td>
</tr>
<tr>
<td></td>
<td>Childhood</td>
</tr>
<tr>
<td></td>
<td>Adolescence</td>
</tr>
<tr>
<td></td>
<td>Adult life</td>
</tr>
<tr>
<td></td>
<td>Late life</td>
</tr>
</tbody>
</table>
ICD–9 (1977)

- Acute reaction to stress:
  - With predominant disturbance of emotions
  - With predominant disturbance of consciousness
  - With predominant psychomotor disturbance
  - Other mixed

ICD–10 (1992)

- Acute stress reaction
- Posttraumatic stress disorder
- Enduring personality changes after catastrophic experience


- Posttraumatic stress disorder

DSM–IV (1994)

- Acute stress disorder
- Posttraumatic stress disorder

(Source: taken from Brett, 1996)

2.4 FEATURED METHOD

**The recovered memory debate**

Despite this progress culminating in the diagnostic category of PTSD, question marks about the validity of traumatic experiences (especially childhood sexual abuse) have again been raised since the late 1980s in the form of the recovered memory debate. This debate centres on claims by individuals that they have recalled memories of childhood trauma (normally sexual abuse), having previously had no recollection of such experiences (see also Chapter 4 in this Book). Often such memories are ‘recovered’ in psychological therapy. Proponents of recovered memories argue that it is perfectly possible for someone to experience an event that is so disturbing that they do not remember it for a period of years or even decades until circumstances change (for example, by entering therapy) when the memory is then recovered. Opponents of recovered memories, however, suggest that it is inconceivable that such salient events could be totally forgotten. They propose that recovered memories are in fact ‘planted’ by inexperienced therapists who ‘persuade’ patients to fabricate experiences of childhood sexual abuse. The reality seems to be that there are indeed clear cases of genuine recovered memories of abuse but that there are also clear cases of implanted or fabricated memories of abuse. It seems that the task
for the clinical and research community is to try and establish some guidelines and some techniques to reliably distinguish those memories that are genuine from those memories that are ‘false’.

It is interesting to think about whether any memories are really ‘true’ in the sense that they are exact ‘photographic records’; of events (see Chapter 8, Book 1). Memories are always encoded in the mind in the context of what is already there. New memories are always linked to existing memories and become influenced by them. How many times have you found that your memory for a situation is different to that of somebody else who was also there?

9.3 Relating the social and the individual in the history of posttraumatic stress

Reviewing the history of social, academic and clinical approaches to posttraumatic stress, it becomes clear that there are a number of striking parallels between society’s ‘experience’ of trauma, and its sequelae, and the experiences of the individual trauma survivor (Dalgleish and Morant, 2001). Individuals who experience trauma, as can be seen from the symptom profile of PTSD, often undergo oscillating cycles of intrusion and avoidance concerning the traumatic event. As we have seen, attempts to forget, suppress, and repress the trauma are interspersed with resurgences of the trauma in the form of nightmares, flashbacks and intrusive thoughts and images. Similarly, society has also tried relatively to ‘repress’ the reality of trauma and its effects on the traumatized. In the arena of combat, despite a sharp focus on the effects of posttraumatic distress following the First and Second World Wars, it was a matter of only a few years following each of these international conflicts that social, academic and clinical interests had largely moved on and the reality of combat distress had little contemporary currency (see the case study in Section 3.2 of this chapter). This led, essentially, to the same ideas being revisited following the First World War, the Second World War and more recent conflicts such as Vietnam.

Similarly, in the arena of child sexual abuse, the original conceptualization of the great neurologist Charcot and colleagues in the late nineteenth century was that hysteria and other posttraumatic stress presentations were entirely physical or organic in origin. As discussed above, these ideas were turned on their head by the work of Janet and Freud who, for really the first time in the history of clinical thought, conceptualized posttraumatic stress reactions such as hysteria as having their origins in genuine traumatic experiences, such as childhood sexual abuse. However, as noted earlier (Section 9.1) it is well documented that, within a few years, Freud was to renege on his controversial claims and suggest
that, in fact, hysteria was a function of fantasies about early trauma, rather than genuine experiences.

Although in the present analysis we are focusing on possible problems associated with Freud’s emphasis on sexual fantasy rather than sexual trauma as the source of adult hysteria, it is important not to forget that his overall analysis of the hysterical presentation was incredibly pioneering. For example, by introducing the idea of psychological defence mechanisms as a way of dealing with unbearable psychic pain, he revolutionized the way in which therapists thought about emotional disorders (see Chapter 9 of Book 1).

The oscillation, therefore, between intrusion and avoidance that the individual trauma survivor experiences seems to be mirrored by similar intrusion and avoidance of the reality of trauma and its consequences in society. Herman (1992) has called this social process ‘intermittent amnesia’. It seems that, for both the individual trauma survivor and for society as a whole, the reality of certain types of trauma such as combat or sexual abuse is so emotionally disturbing that it can only be acknowledged for short periods of time before defensive processes of avoidance and repression begin to take hold. One could argue, perhaps, that this picture has now changed in that Western society at least seems relatively enlightened regarding the effects of trauma on individuals. However, it is important to note that a similar view held sway at the end of the nineteenth century amongst academics and clinicians and yet this was followed swiftly by 70 years of relative neglect of the reality of the effects of trauma on the individual.

**Summary | Section 9**

- The social history of trauma started with Freud’s and Janet’s early views on hysteria.
- The revolution in views on trauma was precipitated by the women’s movement in the 1970s and by the Vietnam veterans.
- Social oscillation in the acceptability of the reality of trauma mirrors the oscillation that the individual with PTSD experiences.
10 Medico-legal and forensic issues associated with PTSD

PTSD has influenced and been influenced by the legal profession more than any other psychiatric or, indeed, medical disorder. PTSD diagnosis and its implementation in the judicial system has been a source of considerable controversy. In terms of civil law, a diagnosis of PTSD is recognition that an external event can be the direct cause of a mental disorder. In the criminal law system, PTSD is perhaps unique among psychiatric problems in that it is invoked by both the prosecution and the defence. This section examines some of these complex legal issues surrounding the diagnosis of PTSD while also commenting more generally on the place of psychiatric diagnoses within the legal system.

10.1 Civil law issues with respect to PTSD

The most common use of a PTSD diagnosis in civil law is to obtain some form of personal injury compensation. The rationale is that the development of PTSD following an event that was not the person’s fault is a just reason for that individual to be compensated for their psychological suffering by whoever is responsible for the event’s occurrence. The diagnosis of PTSD represents the culmination in a lengthy history of the concept of mental injury as a compensatable category within the legal system. Conditions that today would be regarded as psychiatric problems appeared in the late nineteenth and early twentieth centuries as physical disorders such as ‘railway spine’, ‘irritable heart’, and ‘shell shock’ (see also Table 2.6). However, as the availability of compensation for mental disorders (as opposed to physical problems) has become more widespread, there has been a concomitant increase in levels of suspicion about the validity of symptoms reported by traumatized individuals. This is because of the perceived possibility that the PTSD that they present with is motivated by material gain. Indeed, the phrase ‘compensation neurosis’ was coined at the beginning of the twentieth century to describe complaints of railway accident victims that could not be explained on the basis of organic bodily problems. Similarly, after the First World War, the availability of pensions for shell shock was blamed for the severity of the persisting symptoms. Indeed, after the Second World War, a number of countries (including Germany) did not compensate shell shock victims for this reason.

A clear prediction for those who claim that PTSD is usually nothing more than a form of compensation neurosis would be that, once litigation has been completed, the symptoms would quickly disappear. However, the available evidence seems to indicate that this is not the case. For example, Mayou et al.
(1993) looked at the psychological effects of road traffic accidents in cases where only a proportion of the victims were able to pursue compensation. The results showed that litigation status did not influence the level or severity of psychiatric symptoms, the course of psychiatric symptoms, or the chronicity of associated disabilities. These problems were the same in the litigating and the non-litigating groups.

One could even turn such arguments about compensation neurosis on their head by suggesting that the effects of the litigation process on trauma survivors are so sufficiently distressing as to turn a number of people away from litigation, even in situations where they have a perfectly justified case. The idea that litigation may influence core PTSD symptoms through a process of traumatization in this way is gathering considerable currency in the current literature. PTSD patients pursuing litigation are required to confront their traumatic history during interviews with lawyers and consultants, in the making of statements, and in courtroom testimony. This compromises their characteristic efforts at avoidance of trauma-related information and predictably can result in the resurgence of intrusive thoughts, images and dreams, as well as increased hyperarousal. Furthermore, the adversarial system of justice will pit the plaintiff once again against the defendant who may have been perceived by the victim as the cause of the trauma. This may exacerbate any sense that a PTSD patient has of vulnerability and victimization. Finally, a trauma victim who invariably has already sustained major loss as a result of the original traumatic event, will also be taking a financial and personal risk when pursuing litigation because a positive outcome is not always guaranteed. The situation has been summed up by Napier (1991):

The legal system ... is poorly designed to cope with disaster aftermath ... the victims frequently feel that in the legal process their interests come well down in the list of considerations... The result is that the medical trauma of the disaster is worsened by further trauma to the victims as they battle with a confusing system that is often slow and ineffective in providing the answers that they and the public reasonably seek.

(Napier, 1991, p.158)

10.2 Criminal law issues associated with PTSD

Controversy concerning the diagnosis of PTSD is not only a function of civil law. Increasingly, the dissociative states that are associated with PTSD have been used as part of criminal defences against a number of offences. Almost the only way that PTSD can qualify a defendant for any such kind of defence is for the disorder to have manifested itself at the time of the crime in a full-blown dissociative state or flashback. The defendant would then have the burden of
proving that he or she lost contact with reality for a short period whilst the crime was committed. Despite the appeal of PTSD to criminal defence lawyers, an **insanity defence** has historically been mostly unsuccessful. A recent study of 967,209 indictments revealed insanity pleas in only 8,953 cases (0.93 per cent) with an acquittal rate of only 26 per cent (Callahan et al., 1991). Of these insanity pleas, only 28 (0.3 per cent of the original 0.93 per cent) were based on a PTSD diagnosis, with a comparable acquittal rate of 29 per cent (Appelbaum et al., 1993). PTSD is therefore a better candidate for a diminished capacity defence (rather than an insanity defence), in which the distress at the time of the trauma, it is argued, has compromised the individual’s ability for rational thought and behaviour. Several aspects of PTSD have regularly been implicated in such incapacity defences (Pitman et al., 1996). These include: ‘addiction to trauma’ or ‘sensation-seeking’; various forms of substance or alcohol abuse in an attempt to self-medicate against posttraumatic symptoms, with resultant disinhibition of behaviour; and some need for ‘punishment’ to help deal with the sense of guilt connected with surviving the trauma.

In addition to being used by the defence in this way within criminal law, PTSD has been called upon by the prosecution in a number of cases as evidence that a crime of some sort must have been committed. The argument goes that the existence of PTSD is evidence for the existence of the trauma and that is evidence, in some cases, for the existence of a crime. This is known as **syndrome evidence** and has been most commonly used in cases of rape and/or sexual assault.

### 10.3 The assessment of PTSD in forensic cases

Assessing PTSD is an extremely sensitive issue when criminal or civil legal outcomes are riding on the diagnosis and there are two major and somewhat contradictory problems facing the assessor in a potential PTSD case in the forensic arena. The first is the fact that the genuine trauma survivor is likely to under-report symptoms and distress as a function of efforts to avoid recollections of the trauma and discussion of the problems that have ensued as a result of it. On the other hand, the spectre of possible faked PTSD cases means that some individuals may present with PTSD symptoms that are overstatements or complete fabrications in relation to how they actually feel.

The best tool that the assessor can use to combat both of these problems is to begin with non-directive interviewing followed up by questions closely tied to what the person has originally stated. The reason for this is that the diagnostic criteria for PTSD are widely available through publication in books and the Internet and so there is little to stop a motivated claimant from learning what symptoms must be reported in an attempt to qualify for the diagnosis. This is made even easier if the trauma victim is provided with closed questions such as ‘Have you got symptom X?’ or ‘Do you suffer from problem Y?’ Consequently,
the interviewer should begin by asking the trauma survivor to describe the problems that he or she has been having and just allow the survivor to talk and discuss these problems with as little interruption as possible. A trauma survivor who talks for half an hour and hardly mentions a symptom consistent with PTSD but then goes on to answer affirmatively to all the PTSD symptoms during subsequent closed questions in a formal psychiatric interview should, of course, be regarded with deep suspicion.

However, even the use of open-ended initial questions is not proof against falsification of symptoms. As already noted, the symptoms for PTSD are widely available and somebody could just trot them out in their own words upon the appropriate cue. Another tool, therefore, that a good assessor might use is to insist on clear and detailed illustrations of each symptom. Knowing what the symptoms of PTSD are is one thing, but being able to illustrate each symptom with details from one’s own autobiography is an altogether more complicated issue. A good interviewer should therefore pick up on the fact that spontaneous illustrations of symptoms that the claimant has made up will have a vague, undetailed and stilted quality. As Pitman et al. (1996) note: ‘The interviewer must determine whether the history being presented has the quality of a personal autobiography or merely a textbook recitation’ (p.389). For example, if trauma survivors claim that they have flashbacks to the original event, the assessor can ask when the last flashback was, what the precipitating circumstances were, where the individual was at the time, how long it lasted, and how it manifested itself.

Despite the obvious problems with the use of structured interview instruments (such as the SCID and the CAPS described earlier) to diagnose PTSD and related psychiatric problems in a forensic setting, it is still important that these instruments are included as part of a complete assessment package in order that a formal psychiatric diagnosis can be made should the assessor be confident that the information given is genuine and reliable.

Lastly, in Box 2.5 we look at one other aspect of the application of psychology to law in relation to PTSD – the use of psychologists as expert witnesses.

### Featured Method

**Expert testimony**

The use of psychologists as expert witnesses in medico-legal cases is increasing in the contemporary judicial climate across the world (see also Chapter 3). Such a state of affairs underlines the need for some form of quality assurance in both the assessment process and also in the training of such experts. We have already discussed how, in assessing possible PTSD, we can take reasonable precautions to avoid problems of unreliability in the accounts that are elicited. However, it is also essential that any mental health professional entering into the dock in order to give expert testimony
sticks closely to describing the evaluatee’s history, signs and symptoms, diagnosis, and any cognitive or psychological disabilities outside of the PTSD spectrum that have been reported. Expert witnesses should not, under any circumstances, try to comment on matters outside of their range of expertise. This includes matters to do with any legal minutiae that may be associated with such cases.

There are a number of potential traps that the psychologist might fall into in the ‘expert witness’ role. The first of these is paying insufficient attention to educating the judge and jury about the nature of the condition. Jurors, in particular, may find it very difficult to understand how, in a given situation, individuals would have acted any differently to themselves. They may intuitively feel that following, for example, a road traffic accident, they would be shaken up for a few days but would then get back to normal. It is therefore important for the expert witness to try to overturn some of these prejudices and describe how trauma can affect even the most ‘mentally healthy’ individual. A second possible pitfall for the naïve expert witness is to regard virtually any emotional problems following a traumatic event as synonymous with PTSD and thereby fail to apply the diagnostic criteria with sufficient rigour.

On the other side of the coin, of course, there are those experts who never seem to find PTSD, even where it genuinely exists. Perhaps they do not know how to recognize it, or perhaps they are just cynical about the existence of the disorder. Finally, it is important that experts beware the skill and persistence of the counsel who may cross-examine them. However much experts know about their subject, a sophisticated barrister might still be able to catch them out. It is always important, therefore, that the expert doesn’t get caught up in a war of words with the counsel: if in doubt about any of the questions, or any of the answers, the expert should ask for the judge’s assistance in order to get out of a potentially difficult situation.

**Summary Section 10**

- There are medico-legal and forensic issues surrounding the diagnosis of PTSD.
- There is controversy surrounding the diagnosis of PTSD in civil law, with a tension between the possibility that trauma survivors are exaggerating their problems to secure compensation and the idea that PTSD is very real and that pursuing litigation can actually exacerbate it.
- There is the more minor role of PTSD within criminal law where it is used as part of either an insanity or an incapacity defence or by the prosecution as syndrome evidence that a crime may have taken place.
Summary

This chapter has principally been about understanding the psychiatric condition of posttraumatic stress disorder (PTSD). In the first part of the chapter we covered the basic facts about PTSD. We learned about what a trauma is and how the concept of PTSD as a reaction to trauma is defined. We also examined the assessment, treatment and theoretical basis of PTSD. In the second part of the chapter we broadened our horizons and looked at three issues in the psychology of mental health problems using PTSD as an example. The first of these was the nature of psychiatric diagnosis, where we looked at the advantages and disadvantages of psychiatric labels such as PTSD. The second issue was the status of psychiatric diagnoses in their historical and social context where we saw that individual psychology must always be considered in terms of the social climate in which it exists. The last issue focused on the medico-legal and forensic issues surrounding emotional disorders.

This chapter has focused on a single so-called psychiatric diagnosis and it is hoped that the reader has a clear idea now about what the label PTSD refers to and the complex issues that are associated with it. However, the chapter has also been a vehicle to explore more general issues relating to the nature of psychological/psychiatric ‘abnormality’: how to define it, research it, assess and ‘treat’ it. As with many areas of psychology, there are no right or wrong answers about some of these issues, just ideas, opinions and, of course, research data. The aim of the chapter has been to give a flavour of the interesting questions rather than to provide simple answers to them.

Further reading


This book provides more general information on PTSD and is very readable. It is illustrated throughout with detailed case examples.

Herman, J.L. (1992) Trauma and Recovery: From Domestic Abuse to Political Terror, London, Pandora.

This book is excellently written by one of the leading feminist trauma writers and provides a good introduction to the social, gender and historical issues surrounding trauma.
References


Herman, J.L. (1992) *Trauma and Recovery: From Domestic Abuse to Political Terror*, London, Pandora.


Psychological factors in witness evidence and identification

Helen Westcott and Nicola Brace

Contents

Aims 119

1 Introduction 119
   1.1 The relationship between psychology and law 119
   1.2 Factors affecting witness evidence and identification 121
   1.3 Methodological and ethical issues in forensic psychology research 121
   1.4 Locating research on witness testimony in different legal systems 122

2 Witnessing an event 123
   2.1 Remembering different aspects of a crime 124
   2.2 Direction of attention to an event 125
   2.3 The influence of violence, stress and arousal 126
   2.4 The influence of witness characteristics 132

3 Questioning witnesses 134
   3.1 Social and cognitive factors in questioning witnesses 134
   3.2 Suggestibility 136
   3.3 Types of questions put to adults and children 141
   3.4 Questioning witnesses in the laboratory and the field – complementary methodological approaches 145
   3.5 Some questions about questioning research 146
This chapter offers a review of issues relating to the experience of witnessing and reporting upon life events. You may find some personal resonance with criminal events discussed in the chapter, such as violent crime and child sexual abuse. Sometimes the issues require explicit discussion of intimate activities and the associated ethical implications for research concerned with these topics.
Aims

This chapter aims to:

- introduce the field of forensic psychology through work undertaken in one area by forensic psychologists
- identify and explore some of the factors that impact upon witness testimony
- demonstrate some of the difficulties characteristic of applied research, in relation to both ethical issues and ecological validity
- show how psychological research can assist those involved in legal contexts and inform public policy and law reform
- illustrate the link between cognitive and social psychological theories and everyday experiences of events.

1 Introduction

Imagine you are walking through a car park on your way to visit a friend. You see two men running towards you, one chasing the other and shouting something about a bag that the first is carrying. They stop for a moment and have a heated discussion, and then they both run past you and nearly knock you over. Later, at your friend’s house you mention the incident to your friend, and wonder what may have been happening.

Perhaps, unknowingly, you have been a witness to a crime. In this chapter, we look at some of the processes that a witness like yourself in the scenario just described might go through in any subsequent investigation. What is seen? What is remembered? How can the police best obtain reliable evidence through questioning? What about identification of the suspects? And, once the case has come to court, what factors might influence the evidence a witness gives? Each of these questions has been the subject of psychological research, and that research has drawn on concepts that will already be familiar to you from your study of this course – in particular, the constructive nature of memory (Book 1, Chapter 8) and the influence of existing knowledge and stereotypes (Book 1, Chapters 7 and 8). In order to consider all of the questions involved, we will not follow the progress of a single case. Rather, we will focus on certain issues at different stages in the process.

1.1 The relationship between psychology and law

Although both psychologists and lawyers are closely concerned with human behaviour, it may come as something of a surprise that the application of
psychology to legal issues is fairly recent. This is because, although their subject matter may overlap, their aims are very different and their approaches vary. The psychologist’s concern with scientific rigour contrasts with the lawyer’s typically common-sense psychology and the reliance placed on his/her accumulated experience and legal precedents. Whereas psychology is characterized by empirical methods and scientific analyses, law uses its internal systems to scrutinize its legal processes, which have ‘evolved’. It has also been the case that law, as a profession, has remained sceptical of the ability of disciplines such as psychology to have anything to offer (e.g. Nijboer, 1995). Increasingly, however, psychologists are working in collaboration with members of the legal profession. Specialist conferences provide a forum for psychologists and members of the legal profession to come together and communicate with each other. In parallel, there has been a growth in both the number of postgraduate courses in forensic psychology, and the number of psychology or law degrees that include an option in ‘psychology and law’.

A number of different terms have been adopted to describe the applications of psychology to law, including ‘legal psychology’, ‘criminological psychology’, ‘psychology and law’ and ‘forensic psychology’. This is not surprising as the applications are wide-ranging. For instance, there is the work of psychologists who are concerned with the treatment and rehabilitation of offenders, and offender profiling. Additionally, there is research, often conducted in the laboratory, that examines witness testimony, juror decision making and public perceptions and attitudes towards crime and penal sanctions. In this chapter, we are going to focus on just one of these research areas, namely witness testimony, which is one of the more extensively investigated areas.

In some cases, psychologists’ research has resulted in changes to the law and legal procedures. For example, reforms to accommodate children’s testimony in the courtroom came about largely as a result of research showing that children’s evidence was more reliable than had previously been believed, and that also highlighted some of the psychological stresses placed upon child witnesses and how they might be alleviated (Spencer and Flin, 1993). Alternatively, changes that are introduced to legal procedures may prompt new psychological investigations. For example, the need to examine the role of closed circuit television (CCTV) in identification evidence arose from the installation of CCTV systems in many towns and city centres. Thus, while the findings of psychological research may impact upon policy, changes to policy may also prompt research – so the relationship between law and psychology can be viewed as two-way, and influenced also by developments in technology, social policy, and the media (e.g. reporting of public outcry over a particular case or event).
1.2 Factors affecting witness evidence and identification

The nature of the crime is itself significant: witnessing someone stealing from a shop is a different experience from witnessing someone physically assaulting another person, and being a victim of a handbag snatch is very different from being a rape victim. While the findings from research in one particular setting are not necessarily generalizable to all crime scenarios, they have provided information of use to the legal system and have indicated ways in which the reliability of witness testimony can be enhanced, both in the police station and in the courtroom.

The accuracy and reliability of witness testimony can be further affected in a number of ways, some of which are under the control of those professionals conducting the investigation, questioning the witness and obtaining the evidence. The way in which the police question a witness and the procedures for asking a witness to identify a perpetrator in a live identification parade are both open to variation. These are known as system variables, and research on such variables can have policy implications (Wells, 1978) – if one set of procedures is found to be more effective in eliciting accurate evidence then, arguably, it should be adopted as common practice. Other factors that may influence the reliability of testimony, however, cannot be changed – for example, whether the perpetrator was wearing a disguise or positioned too far away from the witness to permit later identification. These are known as estimator variables. Although research on estimator variables cannot be used to alter policy, the findings can nevertheless be of assistance, for example in determining whether a witness is likely to be able to identify the perpetrator subsequently.

1.3 Methodological and ethical issues in forensic psychology research

Research carried out in forensic psychology has not gone without criticism; in particular, research that has involved simulations in the laboratory has been questioned on the grounds of its ecological validity. For example, because the law restricts access to real jurors for research purposes, the jury decision-making process has been studied in many cases by asking psychology undergraduates to read a fairly short written description of a criminal case and to make decisions about the guilt/innocence of the defendant and, in the case of guilt, the sentence that should be imposed. The identification of perpetrators has been studied by showing participants a short video of a staged crime scenario and then later asking them to select a photograph of the perpetrator from an array of photographs. Psychologists themselves have
debated the practical utility of the findings of such studies. Researchers have responded to criticisms by supplementing these rather basic simulations with much more sophisticated ones that have greater ecological validity, and by interviewing real witnesses to crimes and real jurors after they have served in a court case.

Ethical issues are paramount, however, even in more sophisticated approaches to research, and you will be invited to engage with these in activities and boxes throughout the chapter. By its very nature the experience of crime is often frightening and may be painful. Researchers face severe limits, however, on the extent to which they can mimic such aspects of the experience of being a witness or victim.

1.4 Locating research on witness testimony in different legal systems

Another factor to consider when reviewing the relationship between psychology and law is that there are many different types of law, different systems of justice, and different sorts of legal proceedings from one country to another. Legal systems in the UK, and in other countries in which they are modelled on the English system of common law, are described as adversarial, or accusatorial. Spencer and Flin (1993) summarize such systems thus:

In an accusatorial system each side presents a case before a court the function of which is limited to deciding who has won. The judges have nothing to do with the preliminary investigations, give no help to either side in presenting its case, and take no active steps to discover the truth, which emerges – or so the theory goes – from the clash of conflicting accounts.

(Spencer and Flin, 1993, p.75)

By contrast, in the inquisitorial system found in many European countries and elsewhere in the world,

The court is viewed as a public agency appointed to get to the bottom of the disputed matter. The court takes the initiative in gathering information as soon as it has notice of the dispute, builds up a file on the matter by questioning all those it thinks may have useful information to offer – including, in a criminal case, the defendant – and then applies its reasoning powers to the material it has collected in order to determine where the truth lies.

(Spencer and Flin, 1993, p.75)

In practice, the differences between the two types of system have diminished over the years as each has ‘borrowed’ from the other (Spencer and Flin, 1993).
The research reported in this chapter, however, is firmly located in the accusatorial system of justice. This is partly due to the accusatorial system posing more problems for witnesses and the reception of their testimony (e.g. placing what may seem to be undue emphasis on oral evidence live in court on the day of the trial), but also because most of the research at the present time stems from the US, which itself has an accusatorial system.

A further important distinction is between criminal and civil proceedings. In England and Wales, for example, criminal proceedings are ‘brought in the name of the Queen for the punishment of wrongdoers’ while civil proceedings are ‘brought to settle disputes between one citizen and another, or disputes between the citizen and the State’ (Spencer and Flin, 1993, p.14). This chapter concerns itself with criminal proceedings, since the research it presents is largely driven by criminal matters such as robberies and sexual offences against children, which are of particular social concern.

One final observation is in order. For the most part, when we refer to ‘witnesses’ we mean both bystander witnesses and those individuals who are victims as well as witnesses. Intuitively, you may think that there are differences between these groups, especially when the crime is serious or involves physical injury. However, this distinction has not been clearly made by researchers working in this area, and, in many cases, the research agenda has been shaped by issues facing victim-witnesses (e.g. victims of child sexual abuse).

## 2 Witnessing an event

You might think that we should be better at remembering an event involving a crime than other events. At the time of encoding, we would surely realize the importance of attending closely to what is happening and would later rehearse our memory for the event to ensure that it would not be forgotten. However, there are a number of factors that impact on our ability to encode accurately and to retrieve details of the crime in due course. In this section we shall examine these factors and also consider the role of individual differences. Although these are all estimator variables and not controllable, they provide an indication as to what aspects of a crime a witness is likely to be able to report on accurately.

### Activity 3.1

Think back to the scenario described in the opening paragraph of the Introduction to this chapter. Write down factors that might affect your ability to recall such an incident later. Compare your list with the factors mentioned here in Section 2 (see activity on fOCUS CD–ROM).
2.1 Remembering different aspects of a crime

There are many factors that can work to our disadvantage as a witness to a crime. As in the scenario described in our opening paragraph, the experience can be very brief – a matter of a few seconds – and we may not even realize that what is happening is a criminal event until it is over. Reliable evidence depends upon the witness having the opportunity to observe effectively; for example, accurate face recognition has been found to improve with increases in time spent exposed to the perpetrator’s face (e.g. Ellis et al., 1977). Furthermore, the crime may take place in poor lighting and at some distance away. Wagenaar and Van Der Schrier (1996) conducted research demonstrating that, beyond a certain distance and illumination, identification may be problematic. They tested participants’ ability to recognize a target’s face at seven distances and nine illumination levels. Immediately after seeing the target face, participants were presented with an array of photographs of faces and asked to identify the face they had just seen. As a result, the following guideline emerged regarding the observation conditions that are good enough for the acceptance of identification evidence (the Rule of Fifteen): the maximum distance is 15 metres from the event, and the minimum illumination is 15 lux (lux is a measurement of luminance, where 0.3 lux is equivalent to night with full moon, 30 lux to a badly illuminated room and 300 lux to a brightly illuminated room). This research demonstrates that although estimator variables are not under the control of the police/criminal justice system, research can investigate their influence and in this instance provide information relating to the feasibility of an accurate identification.

What about other judgements that witnesses might be asked to make? Research suggests that generally we are not very accurate in our estimates of how long something lasts (temporal duration) or distance. We may overestimate the length of events of short temporal duration, sometimes by as much as 500 per cent. Many studies (e.g. Block, 1978) have shown that a time interval containing unfamiliar, less predictable, complex or many components (as when solving a complex puzzle) is estimated to be significantly longer than an interval of the same duration that contains more familiar, more predictable, simpler or fewer components (as when doing simple arithmetic).

Our ability to provide the correct date for an event may also be poor. Research testing participants’ ability to date episodes that they had experienced has shown that their accuracy in dating decreases quite rapidly the longer the time gap between the episode itself and attempted recall (the retention interval). When asked about experiences that had taken place in the previous week, participants tended to date accurately only 85–90 per cent of the time, and for experiences that occurred over three months ago
this rate dropped to 15–20 per cent (Thompson et al., 1996). Furthermore, many studies have reported a phenomenon known as ‘forward telescoping’, a tendency to assign a date to an event that is more recent than the actual date of occurrence. This tendency has been observed as soon as eight weeks after the event occurred. Telescoping is thought to arise because we overestimate the frequency of events occurring during a certain time period, and therefore mistakenly import or bring forward events that actually happened earlier.

Our estimates of people’s height and weight are also often not accurate. Flin and Shepherd (1986) asked 588 participants to estimate the height and weight of 1 of 14 males who had previously asked them for directions in a busy city centre. They found errors for height judgements to range from an underestimate of 14 inches (35.56 centimetres) to an overestimate of 8 inches (20.32 centimetres), and for weight judgements from an underestimate of 98 lb (11.07 kilograms) to an overestimate of 36 lb (4.07 kilograms). Their results showed that the height of all 14 males was underestimated by 6 inches (15.24 centimetres) by at least one participant. Generally, the findings indicated a ‘trend of underestimating above-average characteristics and overestimating below-average characteristics ... indicating a general regression to the population mean.’ (Flin and Shepherd, 1986, p.35). Their results also indicated that the participant’s own height and weight was used as a norm or anchor against which the height or weight of the male was estimated (although this effect was small in female participants’ judgements about height, and absent in their judgements about weight). Therefore, when asking witnesses to estimate such characteristics, it may be helpful to obtain relative judgements. For example, if a perpetrator is seen standing in a doorway, his or her height may be judged by asking how much shorter than the door the perpetrator was.

2.2 Direction of attention to an event

If you think back to the scenario outlined in the first paragraph of the Introduction, do you think you could attend to and encode all aspects of the event? Chapter 6 of Book 1 identified some of the limits to our attentional capacity. It would not be surprising if, with a criminal event especially, attention is directed towards certain aspects at the expense of others, influencing what is later remembered. In our scenario, for example, you might have attended more to what was being said and to the faces of the two men than to their clothing, and you may not have noticed a car pulling up close by or another person waiting nearby.

Migueles and Garcia-Bajos (1999) found that when showing participants a film depicting a kidnapping attempt, actions were remembered better than details. The film contained both central information (the kidnapping itself,
which happened suddenly and quickly and involved a young woman being forced into a van), and peripheral information (incidents that were not key to the actual kidnapping, such as a boat arriving at a busy port and passengers getting off). Some of the central and peripheral information was classified as describing *actions* (for example, that a man lifted up the tarpaulin of the van or that a young man who tried to help the girl struggled with the kidnappers) and other as *details* (for example, that the name of the boat was Samaina or that the hand one of the kidnappers was bandaged). Migueles and Garcia-Bajos found that participants viewing the film later recalled overall equal amounts of central and peripheral information. However, whereas the peripheral information included similar amounts of actions and details, the central information retrieved contained more actions than details. Such findings suggest that when witnessing a crime our attention may be drawn to central actions at the expense of descriptive details, although in other circumstances our attention may be spread more evenly between actions and details.

Box 3.1 describes another example of how attention may be influenced.

### 3.1 Weapon Focus

A phenomenon referred to as *weapon focus* has been observed, where the presence of a weapon – a gun or knife, for example – attracts the attention of witnesses, such that their memory for other details, including the perpetrator’s facial and physical characteristics, is impaired. This phenomenon is supported by data from a number of experiments using different procedures. For example, in a laboratory experiment, Cutler *et al.* (1987) showed videotaped robberies to participants. In half of these, the robber openly wielded a handgun, whereas in the other half he hid the gun in his jacket. When asked to identify the robber in an *identification line-up*, participants exposed to the gun made 26 per cent correct identifications. By contrast, participants who had viewed the tapes where the gun was concealed made 46 per cent correct identifications. In a study by Maass and Köhnken (1989), an experimenter in a staged event approached participants displaying either a syringe or a pen. Subsequent recognition of the experimenter’s face was poorer in the syringe condition than in the pen condition, with 65.9 per cent in the syringe condition making a false identification in a line-up task compared with 45.2 per cent in the pen condition.

### 2.3 The influence of violence, stress and arousal

In real crimes, the presence of a weapon is likely to be confounded with a higher degree of threat of violence and therefore of stress-induced arousal. One study involving analysis of police records showed that victims of violent crimes,
such as rape or assault, provided less complete descriptions of the perpetrator compared to victims of less violent crimes (Kuehn, 1974). However, as we show here, the relationship between violence, arousal and witness memory is by no means clear-cut.

**Activity 3.2  Ethics of research on violent crime**

You may have wondered whether approaching participants with a syringe was ethical. The BPS ethical guidelines on conducting research, revised in 1993 (British Psychological Society, 1993), specify that:

- ‘Normally, the risk of harm must be no greater than in ordinary life’ (p.10)
- ‘If harm, unusual discomfort, or other negative consequences for the individual’s future life might occur, the investigator must obtain the disinterested approval of independent advisors, inform the participants, and obtain informed, real consent from each of them’ (p.8)

Can you think of a way of simulating a violent crime in a way that conforms to these guidelines? Now see whether you’ve thought of a method that has been used in the research described below.

Psychologists have investigated the impact of ‘violence’ on witness memory using a variety of methodologies. Usually, videotaped crime scenarios are shown so that participants do not perceive any threat to themselves, and the degree of violence varies between physical assault and gunshots. Frequently, two crime scenarios are videotaped and matched so that the only difference is the level of violence depicted. There is some evidence suggesting that we remember the details of the non-violent crime better than those of the violent crime and that identification accuracy is lower for the violent version. For example, Clifford and Scott (1978) showed 48 participants (24 males and 24 females) one of two videotapes. Both involved a search for a criminal by two policemen, reluctantly assisted by a third person. The beginning and the end of the two tapes were the same but the middle portion of the tape differed. In the non-violent version, the interaction between the police and reluctant third person was mainly verbal, but in the violent version one of the policemen physically assaulted the third person. Using a 44-item questionnaire, the authors found that both male and female participants recalled consistently less of the violent version than of the non-violent one.

The influence of violence on memory could be explained in terms of emotional arousal or stress. Increased violence may result in higher levels of stress, which may then impact negatively on memory. It has been suggested that memory performance may follow the Yerkes-Dodson Law, long established in psychology (after Yerkes and Dodson, 1908), which suggests a rather complex relationship between stress and performance, as shown in Figure 3.1.
Activity 3.3

Looking at Figure 3.1, how would you describe the relationship between the two variables?

Comment

Whereas moderate levels of arousal are thought to heighten perceptual and attentiveness skills, low levels of arousal are linked to lower attentiveness and higher levels of arousal (as experienced when in danger) to lower perceptual skills. Thus, when a witness or victim is experiencing extreme stress at the encoding stage, he or she may have a reduced ability to perceive and recall the details of the crime.

You may have noticed that we use the terms ‘arousal’ and ‘stress’ as if they are equivalent. There is in fact a lack of clarity surrounding the definition of these two terms and the relationship between them. Chapter 1 of this book describes the complexity of defining stress and how, when some event occurs that you fear you are unable to cope with, there are many different factors that influence your response to that event and whether or not you experience stress. Other evidence casts doubt on there being such a simple relationship between arousal and eyewitness memory. A study of witnesses to real crime, outlined in
Box 3.2, found evidence of good memory, despite high levels of stress and violence.

3.2 Memories of a violent robbery

In a robbery in a Canadian city, a thief entered a gun shop, tied up the owner and took money and guns. The owner freed himself, collected a revolver and left the shop to get the licence number of the thief’s car. This led to a confrontation: standing six feet away, the thief fired two shots at the owner, and then the owner discharged six shots, killing the thief. The owner survived severe injury. Of the 21 witnesses who saw the event, 15 were interviewed on the same day and the remaining six within two days. A detailed account of the incident was constructed on the basis of their accounts, forensic evidence, and photographs etc., so that witness accuracy could be calculated. Yuille and Cutshall (1986) reported high levels of accuracy in the recall of this traumatic event by witnesses at the original interview and by 13 of these witness who agreed to take part in a research interview four to five months later (see Figure 3.2).

![Figure 3.2 Percentage of details accurately recalled](image)

**Activity 3.4**

What does Figure 3.2 tell us about the recall accuracy of the witnesses?

**Comment**

The figure shows that the reports of the witnesses were remarkably accurate, even several months after they saw the crime, and despite the presence of both violence and weapons.
With the exception of one witness, all reported event-related stress, but for some this appeared about half an hour after the incident; during the incident itself they were only aware of ‘adrenaline effects’. Adrenaline is a hormone that is released in stressful situations and heightens heart rate (see Chapter 1 of this book). The five witnesses who had contact with either the thief, store owner or weapon reported the greatest amount of stress. They showed a mean recall accuracy of 93 per cent in the first interview and 88 per cent in the research interview, compared with 75 per cent and 76 per cent respectively for the remaining witnesses. However, as these five witnesses were also closer to the event, arousal level and proximity were confounded in this case.

In Chapter 8 of Book 1 the notion of a special kind of vivid memory, ‘flashbulb memory’, was discussed, where a detailed and stable memory was formed of the circumstances that people were in when they learned of a traumatic public event. There is, then, a convergence of evidence here, suggesting that intense emotional response or emotional stress can be associated with good retention of certain information.

Yuille and Cutshall’s study was based on a single stressful event. Christianson and Hübinner (1993), by contrast, conducted a wider-scale study involving real witnesses to 22 bank robberies. They found no significant relationship between rated degree of emotion and the number of details remembered, and therefore no evidence that high arousal will impact negatively or positively on memory. They approached 110 witnesses, of whom 58 were willing to participate in the study, and of these 20 were victims (bank tellers), 25 fellow employees and 13 customers. The witnesses were interviewed and studied with respect to emotional reactions and memory for detailed information about the robbery. Their accounts – the information provided in the interview – were then compared with that initially recorded in police reports. Like the previous study, the findings revealed relatively high accuracy rates after an extended time interval (between 4 and 15 months) with respect to specific details about the robbery, namely action, weapon, clothing. However, witnesses showed rather poor memory for certain items: footwear, eye colour and hair colour. Findings also revealed that the victims had higher accuracy rates than the bystander witnesses in relation to the circumstances surrounding the robbery (information about date, day, time and number of customers), but this was not related to differential emotional experiences; victims did not report being more emotionally aroused than bystanders. The results as a whole indicate that the specific details directly associated with a highly emotional real-life event are well retained over time.
You may remember that the results of the study by Migueles and Garcia-Bajos (1999) suggested that when witnessing a crime, our attention may be drawn to the central actions at the expense of descriptive details. Generally, studies investigating the effect of emotional arousal on memory have revealed a fairly consistent pattern. Participants’ memory for certain central, critical details of emotional or violent events tends to be accurate and persistent over time but their memory for peripheral, irrelevant details or surrounding/circumstantial information tends to be less accurate. Easterbrook (1959) suggested that arousal may narrow the focus of attention so that memory for central details will improve, at the cost of memory for peripheral details. The notion of attention narrowing has been used to explain the phenomenon of weapon focus.

Christianson (1997), however, suggests that this narrowing of attention may not be simply a perceptual phenomenon, and that a second stage may mediate this ‘tunnelling’ effect. A mode of processing may be adopted that assists our memory of central detail information, but inhibits our memory for details that are irrelevant or spatially peripheral to the event. He uses the term ‘tunnel memory’ to refer to the process of narrowed attention and heightened psychological focus on certain details of the traumatic event. This has been investigated in studies using a variety of emotional stimuli including accidents and violent crimes. It is proposed that in order to make sense of these scenes, we process in an elaborate way those details causing us emotional stress. The emotional reaction we experience may then act as a retrieval cue for recalling...
the emotion-provoking event. Tunnel memory effects have been found to lessen over time, possibly as the emotional stress lessens, providing support for the notion that the ‘tunnelling’ is a memory process rather than solely a perceptual process.

2.4 The influence of witness characteristics

If there are multiple witnesses to a crime, who should the police interview? Might one witness provide more reliable evidence than another witness? Many factors have been explored in relation to the witness, in particular personality, sex and age. Kapardis (1997) reviews the evidence regarding the influence of a range of personality characteristics. Much of this evidence tends to consider performance on face identification tasks and the findings are rather tentative. In many cases, the personality characteristic is thought to influence arousal and as we have seen it is not always clear how this impacts on witness testimony. For example, neuroticism (as in Eysenck’s personality theory — see Chapter 5 of Book 1) may interact with arousal level to influence memory. The identification accuracy of those low in neuroticism has been found to increase as arousal increases from low to moderate, but the reverse was observed for those high in neuroticism.

Might experience matter? Would a police officer provide more complete and accurate testimony, should he or she witness a crime? The weight of the evidence suggests their testimony is no more reliable than that of members of the public. However a trained police officer may find witnessing a crime less stressful than other people. Chapter 4 of this book looks at research on the ability of police officers to detect lies, and notes that generally they are no better than members of the public.

The witness factors that have received much attention are sex and age — both of which are easily assessed without the administration of a psychological test. With regards to sex, some studies have shown that female participants provide more reliable ‘testimony’ than males, whereas others have found the reverse or no difference. Such inconsistent findings suggest that differences between males and females vary or disappear depending on the factors surrounding the event that the witnesses are observing and reporting. For example, males have been found to be better than females at remembering details of a violent incident in several different studies, but no difference has been observed between males and females when shown a non-violent incident (e.g. Clifford and Scott, 1978). Then again, differences can emerge according to the type of details being recalled. Some have found that females are more often able to
recall or reconstruct the precise date of an event, but exhibit more than males the tendency to overestimate the temporal duration of an event. Therefore, while the sex of the witness may impact upon the evidence provided, its influence is by no means clear-cut.

With regards to age, it is known that our vision and hearing may deteriorate notably from around 70 years of age onwards, and there may also be a decline in attention with ageing; all of these (especially quality of vision) will impact upon the completeness and accuracy of eyewitness accounts. However, the majority of research on the role of age in reliable witnessing has concentrated on children (e.g. Ceci and Bruck, 1993). Generally, young children have been found to provide less information than adults, and are less accurate than adults with regards to precise details of time, temporal order, estimates of distance and speed, and estimates of height and weight of people (so they have greater difficulty with those judgements that adults also find difficult). These findings are consistent with research that suggests an improvement in a variety of cognitive skills with age. However, children as young as six years may perform at adult level in their reporting of an event, and this is dependent on a range of factors, including what they are questioned about and how they are questioned. This will be considered in the next section of this chapter.

We have seen in this section that there are many variables that will influence the accuracy and/or completeness of the testimony of a witness. These variables are estimator variables and thus not under the control of legal professionals – knowing their influence does not provide information on how to improve the reliability of the testimony, although it might be used in court to encourage a jury to place more or less weight on a person’s evidence. In the next section, we shall examine how the questioning of witnesses, a system variable that is under the control of the police, can positively influence their memory and testimony.

**Summary | Section 2**

- Many different estimator variables may influence someone’s memory of a crime they have witnessed.
- Our memory may be quite poor for certain details, either because we are unable to encode sufficient information because of distance or lighting or because we may not be very good at encoding accurately certain details like height and weight, distance, date and duration.
- Our attention may be allocated in a certain way, because of heightened emotion or arousal, so that we may focus on and remember better certain central, critical details of the event.
- With regard to witness characteristics, only age has emerged as a strong predictor of the reliability of the testimony.
3 Questioning witnesses

Asking questions is part of our daily routine – ‘Have you got the time?’, ‘What did you do at school today?’, ‘Are you listening to anything I’m saying?’ – and yet we may never have stopped to consider the effectiveness of the questions we ask. Many different social, cognitive, motivational and cultural factors can influence both the way in which we ask a question, and the way in which we answer other peoples’ questions. Our focus in this section is on questioning as it occurs in the context of an investigative interview designed to elicit an account, or evidence, from a person about an event they have witnessed or experienced themselves.

3.1 Social and cognitive factors in questioning witnesses

In order for someone to be able to answer a question, not only must they be willing to respond, they must be able to do so. As we saw in the preceding section (and learned in Chapter 8 of Book 1), everything we ‘see’ or ‘experience’ is not automatically encoded and stored in memory. Questions will therefore only be successfully answered if the person involved has relevant information available and accessible in memory. However, the social context is influential too. Remember how the process of obedience affected the responses and behaviour of individual participants in Milgram’s studies (Book 1, Introduction). In much the same way, social factors can affect the way an adult or child responds to questions; so, for example, a witness may try to answer a question (‘comply’) in the way they think the interviewer wants them to. Witnesses may even give a reply to a question that is patently nonsense. Hughes and Grieve (1980) asked five and seven-year-olds ‘bizarre’ questions such as ‘Is red heavier than yellow?’ and found that virtually all of the children answered all of the questions.

Box 3.3 presents a study of one social factor – the role of embarrassment.

3.3 The role of embarrassment in reports of intimate touching

Saywitz et al. (1991) examined children’s memory for a real event that involved intimate touch, in an attempt to mimic some aspects of the experience and reporting of child sexual abuse. Although previous research suggested that older girls (e.g. seven-year-olds) would have more accurate and complete recall of the event than younger peers (e.g. five-year-olds), other studies on embarrassment suggested that five to seven years is a crucial period for developmental changes in
embarrassment. Consequently, older girls may be more affected by such social and emotional factors, to the extent that the accuracy and completeness of their reports are inhibited. This would have implications for reports of abuse where it is necessary to talk frankly and precisely about where exactly a child’s body has been touched. In the study, therefore, parents of 72 girls aged five and seven years were invited to receive a free doctor’s examination for their child. Halfway through the medical, half the children in each age group received an examination of their vagina and anus (the genital condition), while others received an examination of their spine for scoliosis instead (the non-genital condition). One week or one month later, the child was individually interviewed by a female interviewer. The child was asked: ‘Tell me everything you can remember about what happened, from beginning to end’. She was then asked to demonstrate what happened in the examination, using anatomical dolls, before being asked some direct and misleading questions about the examination. Saywitz et al. predicted that the older girls would provide more complete and accurate information than the younger girls, except for their reports of genital touching (due to the inhibiting effects of more advanced social awareness and self-consciousness). The seven-year-olds in the genital condition reported significantly less correct information than seven-year-olds in the non-genital condition, whereas there was no effect of condition on the five-year-olds’ reports. Furthermore, the seven-year-olds in the non-genital condition recalled significantly more correct details than did five-year-olds in the same condition. There was no significant difference between the two age groups in the genital condition. Thus, both the authors’ predictions were supported, and they went on to argue that a ‘social-motivational’ model of remembering may best explain their findings. Such a model would suggest the possibilities that the older girls were ‘editing’ their reports, and/or that ‘emotional blocking’ may have rendered the genital touch information temporarily inaccessible, e.g. due to embarrassment, anxiety or self-consciousness.

We reflect on the ethical issues raised by this research in Box 3.7.

Cognitive dimensions of questioning have been explored in much more detail than social factors. Episodic memory is concerned with specific life events, and for this reason it is episodic memory (or memories) that the interviewer will be trying to access through questioning the witness. For example, in order to pursue particular criminal charges, police interviewers will need to gain sufficiently detailed information about specific elements of the event. This might include details of the identity of an alleged perpetrator and the things that s/he did and said.

In an investigative context, such specifics have further significance, for example in corroborating accounts, and in bolstering the credibility of the witness’s account. However, as time goes by, or as we experience an event repeatedly, we tend to lose the contextual information associated
with that event such that episodic information is lost whereas semantic information is retained (see Book 1, Chapter 8). It is important, therefore, not to underestimate how difficult it can be for witnesses to retrieve specific information. Furthermore, schemata or scripts (introduced in Book 1, Chapter 7) have the potential to distort memories, for example by making it very difficult for a person to subsequently distinguish between specific episodes of an event, or by the person relying on inappropriate assumptions about what typically happens. This is especially relevant in the experience and reporting of crimes that follow a common pattern (e.g. repeated child sexual abuse), and special techniques are required in questioning about them. An example of such a technique is asking the witness to begin by describing more notable instances of the repeated event, such as the first or last time, or an occasion that was particularly memorable for some reason (Powell and Thomson, 2001).

One final point to make here is that different sorts of questions can prompt retrieval of information from memory via either recall or recognition, depending upon the cues the question contains. Leading questions, however, are those that include material that has nothing to do with the witness’s actual memory at all, and the respondent may simply repeat the information in the question by way of a response. An example would be asking a witness to a robbery to describe how the perpetrator punched the victim, when the witness has not yet mentioned any physical contact with the victim. Such questions are inextricably linked to the phenomenon of suggestibility, to which we now turn.

### 3.2 Suggestibility

**Suggestibility** has been defined by Fundudis (1997) as ‘the act or process of impressing something (an idea, attitude or desired action) on the mind of another’ (p.151). Chapter 8 in Book 1 introduced you to a classic study by Loftus and Palmer (1974), that investigated the ability of post-event information (PEI) or, more accurately, misinformation, contained in questions put to a witness, to influence the reports of an event that the witness subsequently gives. Note that this experiment was carried out with adult witnesses to a videotaped sequence depicting a car accident, yet the term suggestibility has become much more associated with child witnesses, and especially the fallibility of children’s memories. Experimental research on suggestibility in adults and children has taken divergent paths: with adults, the issue has become almost a theoretical one, to establish the ‘fate’ of memory (e.g. ‘What is the relationship between the original and the suggested information?’); with children, the research questions have been much more practically driven, such as ‘What factors affect children’s suggestibility in interviews?’.
Suggestibility and adult witness research

Elizabeth Loftus has done more than any other psychologist to explore the concept of suggestibility and associated theoretical explanations. After the 1974 study with Palmer, mentioned above, she carried out a second experiment with other colleagues (Loftus et al., 1978) that has also become a classic – see Box 3.4.

3.4 ‘Stop/Yield’ suggestibility study (Loftus et al., 1978)

Participants viewed a series of slides depicting a car accident at a road junction. The critical slides showed a car moving into a main road that was marked for some participants by a stop sign, for other participants it was marked by a ‘yield’ (give way) sign. In a subsequent interview with each participant, the sign was described by the interviewer either correctly or inconsistently (i.e. if the participant saw a stop sign it was incorrectly described as a yield sign, and vice versa). Finally, all participants were asked to indicate which slides they had seen originally, choosing between two alternatives – for the critical slides, selecting between slides with a stop or yield sign. When the original slide and the information in the interviewer’s questions were consistent, participants selected the correct slide on 75 per cent of occasions. When the PEI in the interviewer’s question was misleading (inconsistent), witnesses selected the correct slide just 41 per cent of the time.

Loftus’s studies (and a multitude that followed in a similar vein) pose interesting questions about the mechanism by which such memory failures occur, and the role of misleading PEI. Different interpretations of suggestibility effects are possible, as outlined in Chapter 8, Book 1. Only the interpretation that both the original and suggested information coexist in memory indicates that it might be possible to retrieve the original correct information from memory with sensitive questioning (subject to other conditions, e.g. the delay between witnessing an event and reporting it). Interestingly, however, recent
biological evidence has implied that in fact original memories may be overwritten by, or ‘blended’ with, newer memories i.e. the suggested information (Nader et al., 2000). In studies of auditory fear conditioning in rats, researchers demonstrated that even established learned associations (that is, rats’ consolidated memories) between a tone (conditioned stimulus) and a shock (unconditioned stimulus) could be disrupted by injecting an antibiotic into the amygdala of the rats’ brains. This injection affects the process of protein synthesis that consolidates or lays down memories in the brain. Until this research, it was thought that once the memories were consolidated, they would be impervious to such injections. However, it now seems, for the fear response in rats at least, that each time a memory is retrieved it becomes ‘labile’ biologically and susceptible to destruction. Further research is required to fully understand this innovative experimental procedure and, importantly, the implications for other types of memories in other species.

Suggestibility and child witness research

Stephen Ceci has been at the forefront of research into children’s suggestibility (e.g. Ceci and Bruck, 1993; Bruck and Ceci, 1999). In a series of studies, Ceci and his colleagues have raised concerns about the particular vulnerability of pre-school children to suggestive questioning. Boxes 3.5 and 3.6 examine two such studies in more detail.

3.5 The ‘Sam Stone’ study (Leichtman and Ceci, 1995)

Two groups of children aged three to six years old received a visit at their school from a stranger called Sam Stone. Prior to the visit, one group (the experimental group) had received stereotypical information about Sam Stone through 12 different stories that depicted him as a very clumsy person. The other group of children (the control group) received no stereotyping information. All children were asked to describe Sam Stone’s (non-eventful) visit on four separate occasions over a 10 week period. The experimental group’s first interviews contained questions with erroneous suggestions, such as ‘When Sam Stone ripped the book, was he being silly or was he angry?’ (he didn’t rip a book); the control group’s questions were non-suggestive. At a fifth and final interview with a new interviewer, all children in both groups were asked about two ‘non-events’ that involved Sam Stone doing something to a teddy bear and a book.

Only 10 per cent of the control group of three to four-year-olds claimed that Sam Stone did anything to a book or a teddy bear, a figure which was reduced to five per cent when asked if they actually saw him do the misdeeds. In comparison, 46 per cent of three to four-year-olds in the experimental group spontaneously reported that Sam Stone did one or both of the misdeeds, a figure which rose to 72 per cent in
response to specific questions, with 44 per cent stating that they actually saw him do these things.

These findings are interpreted to show that, when questioned suggestively and with a negative stereotype about an individual, pre-schoolers are susceptible to leading questions. In the absence of leading questions or a stereotype, even these three to four-year-old children were quite accurate in their reports, despite being subjected to repeated interviews.

3.6 The ‘mousetrap study’ (Ceci et al., 1994)

Ceci and colleagues interviewed pre-schoolers over ten consecutive weeks, on each occasion asking the children to think about events that had actually happened to them (e.g. an accident that resulted in stitches) and also about fictitious events they had not experienced (e.g. getting a finger caught in a mousetrap and having to go to hospital to have it removed). At each interview the children were asked if each of the real and fictitious events had ever happened to them (e.g. ‘Think real hard, and tell me if this ever happened to you: Can you remember going to the hospital with the mousetrap on your finger?’). After ten weeks, 58 per cent of the children gave an account of one or more of the fictitious events, with 25 per cent of children giving accounts of the majority of the false events. ‘Thus the mere act of repeatedly imagining participation in an event caused these pre-schoolers to falsely report that they had engaged in the fictitious events.’ (Ceci et al., 2001, p.120) This study makes an interesting link to the literature on adults’ suggestibility and the mechanisms underlying suggestibility and memory distortion, such as monitoring the source of one’s memories (i.e. real or imagined) and social compliance.

In brief, Ceci et al. have found that young children can be suggestible in the following circumstances (Bruck and Ceci, 1999; Ceci et al., 2001):

- When the interviewer repeatedly makes false suggestions (through misleading questions) and creates stereotypes about a person (the ‘perpetrator’).
- When they are asked repeatedly to visualize fictitious events.
- When they are asked about personal events that happened a long time previously and their memory has not been ‘refreshed’ since.
- When they are asked in a suggestive or leading manner to re-enact an event using anatomically detailed dolls.
- When they are questioned by a biased interviewer who pursues a ‘hypothesis’ or line of questioning single-mindedly.
Activity 3.5

Before reading on, make two lists: (1) of any methodological issues, and (2) of any ethical issues that you have noted in the child witness studies reported so far in this section of the chapter. When you have finished, compare your lists to the issues that are highlighted in Box 3.7

3.7 Some methodological and ethical issues in child witness studies of questioning

Earlier we commented on the ethical issues involved when simulating experiences of violent crime. Similar interlinked ethical and methodological issues arise in the study of questioning child witnesses. In general, psychologists want to avoid questioning witnesses about an event portrayed on paper, slides or videotape, for fear that the stimulus is too far removed from the reality of an actual event. Often, as in the Sam Stone study (Box 3.5), researchers will instead set up a staged event, where they can plan exactly what will happen and then videotape it when it does, so that they have a record for later comparison with the witness's answers to questions.

Even staged events can be criticized for their lack of ecological validity, however, psychologists such as Karen Saywitz and Gail Goodman and their colleagues (Box 3.3) have also availed themselves of ‘naturally occurring’ events such as medical examinations, where it is possible to have some record of what has happened. Much research on questioning has been driven by concerns about child sexual abuse, but it is ethically unacceptable and methodologically impossible to record a child being abused for the purposes of research on how that child might later respond to different types of questions.

Certain elements of the abuse experience, however, such as pain, anxiety, and bodily touch, are present in experiences such as hospital examinations. Some psychologists have therefore sought permission from children, their parents, and clinical staff to record such examinations (and sometimes to manipulate certain aspects of the examination) and later interview the children involved – think back to the study by Saywitz et al. (Box 3.3). Even here, though, ethical issues arise, such as the appropriateness of recruiting children through offers of free medical examinations, and questioning children who may be stressed by their experience. Indeed, Stephen Ceci once reported having to stop a pilot study that involved his own daughter because she became distressed and vomited when trying to answer questions about secret touching (Ceci, 1992). Additionally, in the Saywitz et al. study (and many others), children were explicitly asked about genital and anal touch, in the context of an interview about their medical. Further concerns that have been highlighted by Ceci et al.’s ‘mousetrap’ study (Box 3.4) and others like it (Pezdek, 1998) are the potential for researchers to permanently alter children’s autobiographical memory, and also to damage participants’ self-esteem when they realize at debriefing...
they have been deceived (e.g. that they really believed something had happened when it had not).

This type of research highlights the dilemmas facing ethical committees who approve or veto such research projects. As well as considering possible problems for participants, committees must also consider the potential benefits of research. For example, it could be argued that the resultant knowledge is essential in order to inform and improve the experience of questioning for genuine child witnesses and victims of abuse. In this respect, it is notable that pioneers like Saywitz, Goodman and Ceci have been at the forefront of policy and practice initiatives in this area.

### 3.3 Types of questions put to adults and children

Even a very willing and verbally proficient witness will probably need to be questioned at some point. This is because what individuals freely recall about an event tends to be very limited in *quantity*, even if it is typically very high in *quality*. Experimental studies in which adults or children have been questioned about a staged event (i.e. the experimenter knows exactly what the participant witnessed or experienced) reveal that only a small proportion of relevant detail is offered without any sort of prompting (perhaps no more than 20 per cent of the total amount of possible information), but typically it is very high in accuracy (usually 80 per cent or more accurate). In a forensic context it is the specific details that a witness gives that may be vital in identifying a perpetrator or in pursuing a specific criminal charge; but it is precisely this level of detail, and completeness, that is typically missing from a freely-recalled account. However, asking questions has associated costs: the more focused, and especially the more leading the questions become, the greater the risk of errors and inaccuracies in the witness’s account, and the greater the risk of damaging the witness’s credibility at court.

**A typology of questions**

Research on questioning in an investigative context has been largely shaped by the attention on suggestibility, and has therefore mostly been focused on interviewing child witnesses (e.g. Lamb *et al.*, 2001). Before reading on, try Activity 3.6.

**Activity 3.6**

Below is a short extract from an experimental study in which children aged 9–11 years were individually interviewed about a videotaped event they had seen a few days previously (Westcott, 1999). Read the extract, and make a note of the different ways in
which the questions are phrased (e.g. how general or specific they are). The use of (.) in the
transcript denotes a pause in the nine-year-old girl's speech.

Q: What happened on the video?

A: A girl went to school and her mum dropped her off at school and she started drawing a
hopscotch and a lady came and she said 'me and my husband are lost' and 'could you
show me some directions' and the um the girl told um the directions and um the lady
goes um 'could you come in the car and show me the way' and um the girl goes um
'no' and then she saw the lady saw a policeman and then um the lady went in the car
and then they drove off.

Q: Okay, what else can you tell me about the video?

A: (.) Don’t know.

Q: Anything else?

A: No.

Q: Okay, tell me what the girl looked like.

A: She had browney blondish hair and um (.) she had a dress and then some shoes and
socks and um (.)

Q: What colour were her clothes?

A: Red I think.

Q: Were they all red, her shoes and her socks and her dress?

A: Er, her shoes were black I think and her socks were white and her dress was red.

Q: Anything else about her clothes, the girl’s clothes?

A: (.)

Q: How young or old was the girl?

A: She looked about eight.

Q: How tall or short was she?

A: She was medium.

Q: What colour was her hair?

A: Blondey brown.

Q: Was she black or white?

A: White.

Q: Anything else about the girl?

A: No.

In Activity 3.6, you should have noted how different questions vary in the
degree to which they sought open or focused responses from the child. You
may have spotted some poor questioning; how would you interpret a ‘yes’
response to the question ‘Were they all red, her shoes and her socks and her
dress?’ Fortunately, this child was able to identify and answer all these sub-
questions separately. You might like to reflect back on this activity after you have finished reading the following definitions of different question types.

The first question in Activity 3.6 – ‘What happened on the video?’ – is an example of an open question that requires information to be recalled. It does not prescribe the witness’s response in any specific way, and because of this, is most likely to get the most accurate information. Most of the ‘Wh-’ questions – what, when, where and who – would be classified as open questions. Lamb and his colleagues (2001) have found throughout their studies of child witness interviews that open-ended questions lead to responses that are three to four times longer, and three times richer in relevant details, than responses to other types of questions. Facilitators, such as ‘okay’, ‘hmm’, are designed to encourage the witness to continue their account. Since they too are non-leading and non-specific, they can also be effective at maintaining the witness’s narrative without decreasing the accuracy of the account.

Focused questions direct the witness to search their memory for details or aspects of the event that they have mentioned previously. They may be open-ended or cued invitations to recall specific information. For example, ‘Tell me what the girl looked like’ in the extract above is a focused question (actually, an imperative), since the child being interviewed has mentioned the girl already, but not what she looked like. Focused questions may increase the number of details provided by the witness, but usually reduce the accuracy of the witness’s account overall (e.g. if the witness relies on an erroneous script to provide specifics, or guesses to please the interviewer). In the study from which the extract is taken, for example, the girl the witness is describing was not wearing a dress nor were any of her clothes red.

Option-posing questions involve recognition, such as ‘Was she black or white?’ in the extract above. They limit the response the witness can provide (here, to ‘black’ or ‘white’), and are also likely to focus on aspects of the event that the witness has not already mentioned. In this way, they may also be considered ‘leading’, but the term leading question is usually reserved for questions that strongly suggest what response is sought from the witness, or assume details that the witness has not yet provided. Leading questions (defined at the end of Section 3.1) are those seen as most problematic by both psychologists and lawyers in terms of the limited value they can add (and damage they can do) to a witness’s account. They can also damage the credibility of the witness’s statement. The possibility that the witness is not answering from memory at all, but is simply repeating information contained in the question, cannot be discounted.

Interview questioning in practice

There is a consensus among psychologists and lawyers that, wherever possible, open questions should be used preferentially by investigative interviewers, and
that leading questions should be avoided as much as possible. Such advice is contained in many guides to interviewing that can apply to adults or children. So, do investigative interviewers follow this advice in practice?

The answer appears to be ‘not really’. Sternberg et al. (2001) analysed over 100 recent investigative interviews carried out by police officers and social workers with child witnesses in England and Wales, and found a similar pattern of results to those from interviews with children in Sweden, Israel and the USA. Trained raters classified the types of questions used in interview transcripts with 119 children aged 4–13 years. Interviewers asked few open questions (6 per cent), rather more facilitators (13 per cent), many focused questions (47 per cent) and option-posing questions (29 per cent), and some leading questions (5 per cent). More research should assess why it is that interviewers do not question children in the manner advocated by guidance based on psychological research. Emerging evidence suggests that training, monitoring and supporting interviewers requires more attention and resources.

Köhnen (1995) sought to suggest ways of improving investigative interviews with adults by addressing the needs of the interviewer and the interviewee. In asking why interviewers do not perform at their best, Köhnen highlights the need to reduce their cognitive load, in order to increase the likelihood that they can process more information in the particular interview with which they are currently involved. He suggests the following ways of reducing cognitive load:

- Making interviewing skills require automatic as opposed to controlled attentional processing (as explained in Book 1, Chapter 6), through appropriate training and practice.
- Audio or video recording the interview to remove the need for the interviewer to take detailed notes contemporaneously.
- Collecting as much detail about the case in hand before the interview, and planning the interview in the light of this information, to reduce the amount of information that has to be processed in the interview itself.

This section has demonstrated the importance of sharing knowledge between psychologists researching from different perspectives. It is also important that professional psychologists, and other practitioners, contribute too. You may have noticed, for example, that we have not touched upon witnesses’ experiences of being questioned in this chapter. As you may imagine, ethical issues in approaching and interviewing real witnesses are paramount and can be prohibitive to researchers. However, the input of clinical psychologists and social work practitioners on topics such as the witness’s experience has been essential in the collaborative effort to improve the services provided for
witnesses, such as the development of sensitive interviewing guidelines and preparation for court programmes (see Section 5 below).

Another positive example of the collaboration between psychology researchers and practitioners is the development of the cognitive interview (CI), which you may remember was devised originally around four mnemonic techniques: mental reconstruction of context, reporting everything without editing, recalling events in a variety of orders, and recalling from different perspectives (see Book 1, Chapter 8). Fisher and Geiselman (1992) later revised the CI to incorporate more general (and social psychological) interviewer behaviours, such as rapport building and active listening. Most of the enhancements are aimed at improving the witness’s experience in the interview, with a view to increasing the quality of the evidence they then provide. Many interviewing protocols resemble the revised CI. For example, police interviewers in the UK are trained in investigative interviewing, which incorporates many aspects of the CI.

3.4 Questioning witnesses in the laboratory and the field - complementary methodological approaches

In this section we have discussed results that stem from both experimental and field studies of questioning. Both have their advantages and disadvantages. In an experiment, the researcher sets up the event to be witnessed, and usually records it if it is live, so that s/he knows exactly what happened. When witnesses later recall the event, the experimenter is able to record exactly what correct, incorrect and false details the witness reports, so that the accuracy and completeness of different aspects of the event (e.g. person details versus action details) in response to different sorts of questions can be calculated precisely. However, as we have already indicated, this approach is open to criticism on the grounds of ecological validity, which is applied to most experimental work. For example, Ceci’s work is designed to mimic aspects of interviews for child sexual abuse. How far can studies such as those of Sam Stone or the ‘mousetrap’ (Boxes 3.5 and 3.6) contribute to our knowledge of questioning in this area?

The work of Lamb, Sternberg and colleagues (Lamb et al., 2001; Sternberg et al., 2001), in which they have extensively studied transcripts of real interviews (again, mostly for suspected child sexual abuse), is an example of field research. Here, the researchers can be confident that they are describing actual practice in this area. However, Lamb et al. do not know what actually happened to any of the children being interviewed, so they are unable to say how accurate, or forensically useful, the child’s responses to different sorts
of questions are. Lamb et al. therefore bolster their statements about the superiority of open questions with reference to experimental studies that have demonstrated that such questions (when asked of staged or videotaped events) lead to greater accuracy in children’s reports.

3.5 Some questions about questioning research

Various criticisms could be raised about the approach to researching questioning that has typically been taken by psychologists, emanating most notably from the perspective of social constructionism (discussed in Book 1, Chapter 1 and Book 2, Chapter 2). For example, within the experimental paradigm typically employed, children are portrayed as passive ‘responders’ rather than as active participants and the role of the interviewer/researcher with regard to the interviewing task is not problematized. By contrast, researchers from a constructionist perspective would argue that any interview is co-constructed by both participants, and that the meaning of the interview responses emerges from this interaction (see Methods Booklet 4). Further, it is essential to consider the wider context within which the interview or interaction takes place.

Let us return to the research on bizarre questions introduced in Section 3.1, wherein children apparently attempted to answer questions which were unanswerable or nonsense (e.g. ‘Is red heavier than yellow?’). Waterman et al. (2001) recently investigated the original Hughes and Grieve (1980) design in a way that makes the impact of the interview context on child witnesses’ apparent competence very clear. Briefly, Waterman and colleagues examined the impact of question type (i.e. open or closed) on both sensible and nonsensical questions. Waterman et al.’s refinements revealed that, in fact, children do not answer all nonsensical questions, and that if the question is phrased in an open format (rather than requiring a simple ‘yes’ or ‘no’ answer) the majority of children indicate that they do not understand, or do not know the answer. Further, asking children to explain their answers when they did respond to nonsense questions showed that ‘no’ was often used to indicate that the child thought the question was silly. In many psychological experiments, the researcher does not explore (or at least does not report on) what children thought they were doing in the experimental interview. Offering them such an opportunity affords further insight as this example shows.

The emphasis on children’s evidence, which stems partly from public concern about child abuse, is also problematic. Few of the psychologists researching or practising in the field of children’s evidence collaborate with those studying or working with adult witnesses, and vice versa.
Thus developmental issues are rarely comprehensively addressed in psychological research on witnessing. Similarly, problems facing older children and young people are overlooked as a result of the preoccupation (especially in US research) with pre-school children’s evidence. However, in practice, research findings tend to be treated as applicable to all groups.

There is also the problem that weaknesses in witnesses’ memory have come to be linked almost exclusively to children’s evidence. This has major implications for the way children are perceived in courts, and for the manner in which the research agenda is shaped for both adult and child witnesses. We know very little, for example, about the individual characteristics of adult or child witnesses who are able to resist suggestions, or about other issues that are highly relevant to forensic practice, such as motivation. For example, much of the concern about children’s memory concentrates on their potential to give false evidence (look back to the Ceci studies in Boxes 3.5 and 3.6), yet we know from child witnesses in abuse cases that very often their problem lies in revealing too little about what has happened for reasons such as fear or mistrust (e.g. Wade and Westcott, 1997). This can then create problems when other evidence comes to light; child’s testimony in court is consequently perceived to be less credible as the defence highlights inconsistencies between what the child originally said and the newer evidence that is now also available.

Summary Section 3

- In this section we have considered the types and impact of different questions as system variables.
- Psychologists have researched cognitive factors in questioning, such as script memory and suggestibility, as well as some social factors, such as embarrassment.
- Suggestibility research with adults has concentrated on theoretical mechanisms that might explain the effects of PEI. Suggestibility research with children has instead concentrated on the importance of questioning in increasing suggestibility effects.
- Different types of questions can influence how accurate and complete a witness’s response may be.
- Research on questioning adults and children raises many theoretical, methodological and ethical issues.
Identifying perpetrators: the role of the witness

In this section we consider the assistance that a witness may give to the police in revealing the identity of a perpetrator. The procedures that the police employ to elicit this help are system variables, and hence controllable. In some cases, where the available evidence does not suggest a suspect, the witness may be asked to search through mug-shot albums containing photographs of known offenders. Alternatively, a *composite image* of the perpetrator may be constructed with the help of the witness, and this is then publicized in the media in the hope that someone familiar with the perpetrator will see the composite image and identify him or her. In other cases, where the available evidence does suggest a suspect, the witness may be asked to attend a live identification parade and attempt to identify the perpetrator.

The accuracy with which a witness can later identify the perpetrator of a crime has received considerable psychological attention. Not only is it a task that can be investigated experimentally, attracting the interest of those already investigating face perception, but it has also become an important issue due to the false convictions that have been uncovered with the introduction of DNA testing. In the period up to March 1994, in 36 of the 40 cases in the US in which people were freed because DNA evidence showed they could not have been the perpetrator, it was eyewitness identification evidence that had led to their convictions (Wells *et al.*, 1999). Huff (1987) suggested that erroneous eyewitness identification is the cause of nearly 60 per cent of cases of mistaken convictions, and Penrod and Cutler (1999), using archival data in the US, estimated that there could be as many as 4,500 erroneous convictions per year resulting from mistaken identifications. In this section, we shall examine the procedures used by the police to obtain identification evidence and consider why identification may be problematic.

4.1 Identification procedures: where the identity of the suspect is not known

Eliciting descriptions: the use of composites

In some crime cases, the only lead that the police have is a witness’s memory of the perpetrator. The description obtained by the police from the witness can then be publicized and/or used for the purposes of a computer search.
of a database containing photographic images. If this process does lead to the identification of a suspect, then a live identification parade usually takes place.

But what is the best way to obtain the image the witness has in his or her memory of the face of the perpetrator? While words can be used to describe information about the body, our vocabulary is rather limited when it comes to conveying the physical aspects of the face.

**Activity 3.7  Describing a face**

Imagine for a moment someone you know well and write down a description of his or her face. Then look at this description and see if it also describes the face of anyone else you know or, say, someone you may have seen on television.

To assist in the process of translating the witness’s visual image of the perpetrator’s face into a composite image, the police have employed artists to obtain a pictorial representation. In the early 1970s, however, a package known as ‘PhotoFIT’, which someone without artistic skills could use, became available. This system comprised numerous black-and-white prints of facial features (hairlines/ears, eyes/eyebrows, nose, mouth and chin/cheeks). Based on their verbal description, the witnesses would be shown a choice of such features and asked to select the ones that best represented those of the perpetrator. The selected photographed features were then physically blended together, as in a collage. The quality of the end result depended on the skill of the police officer and the extent to which the image was artistically enhanced.

With improvements in technology, computerized versions took over from PhotoFIT. These systems, which include E-FIT (Electronic Facial Identification Technique), contain a much larger database of facial features. The procedure usually followed by E-FIT operators starts with an interview of the witness, using the cognitive interview (see Section 3.3). Then, away from the witness, the information gathered about the face is entered into the computer, which displays a complete facial image. The witness then suggests alterations to this image until they are unable to improve it any further. The final stage involves transferring the image into an image manipulation package, where minor alterations can be performed such as adding freckles.

The important point to note about this procedure is that it involves the witness working on a whole face, avoiding a feature-by-feature build-up of the composite. Laboratory research on face perception has shown that it is much harder to recognize a facial feature when it is seen on its own than when it is part of the whole face (e.g. Tanaka and Farah, 1993). Also, since we perceive
the face as more than simply a collection of individual features, the relative position of the features is very important as well (e.g. Diamond and Carey, 1986).

**Activity 3.8**

If you have seen films starring Tom Cruise, the American actor, then you may have noticed his rather distinctive nose. Can you spot it below? (See end of chapter for the answers.)

![Spot Tom Cruise's nose](image)

It is important to remember that the final composite image is not an exact copy of the face – it is a ‘picture description’ or ‘type-likeness’. The composite is created in the hope that by showing it to the public, someone familiar with the perpetrator will identify the person depicted and provide the police with a lead.

**Activity 3.9 Recognizing composites of famous faces**

The image below shows composite images created using E-FIT of three well-known faces (Brace *et al.*, 2000). Can you identify any of them? (You may not be familiar with all three but you may recognize one or two of the images. See end of chapter for the answer.)

![E-FIT of well-known faces](image)
The systems that the police use to create composites will continue to benefit from changes in technology. For example, we are likely to see in the newspapers composites of the same perpetrator but depicting different views (e.g. profile, three-quarter profile and full face); or indeed on the television or the internet we may see a moving composite, where the facial image turns to show all viewpoints.

Searching through photographs: the mug-shot book

Another procedure that can be used in cases where the suspect is not known is to show the witness photographs collected by the police from known offenders. If the witness spots a possible suspect, he or she and any other witnesses may be asked to attend an identification parade. Recognizing someone from a photograph is not, however, an easy task. A photograph is a two-dimensional image capturing the face in a particular pose and from a particular viewpoint.

Research conducted in the laboratory examining face recognition has shown that pose, angle, expression and lighting can all influence recognition accuracy. Furthermore, a change in medium, for example from seeing someone live to then seeing a photograph of the person, is likely to reduce recognition rate. Kemp et al. (1997) found evidence suggesting that when we are not familiar with someone, we may not be good at matching a photograph to them (see Box 3.8).

3.8 Matching photographs to people

The experiment carried out by Kemp et al. (1997) involved 44 participants who acted as ‘shoppers’ and presented credit cards depicting a small 2 cm. x 2 cm. colour photograph etched onto the card. These were identical to real photo credit cards manufactured by certain banks and building societies. For each shopper, four cards were created each with a different photograph:

- **Unchanged appearance**: the photograph was of the shopper as they appeared during the experiment.
- **Changed appearance**: the photograph was of the shopper after minor modification (different hairstyle, removal of facial hair or addition/removal of eye-glasses or jewellery).
- **Matched foil**: the photograph was of someone else but of similar appearance.
- **Unmatched foil**: the photograph was of someone who did not look like the shopper but was of the same sex and ethnic group.

An example of four such photographs is shown on the following page. (NB: these photographs are in black and white and not colour as on the credit card.)
The ‘shoppers’ used their credit cards to ‘purchase’ a small amount of goods from a supermarket that volunteered to provide access after official closing. Six cashiers and two supervisors participated in the study, and they processed the shopping of the participants in the normal way. The cashiers were briefed to challenge any ‘shopper’ they thought was showing them a credit card that belonged to someone else and as an incentive to make such a challenge were informed of a bonus depending on the speed and ‘accuracy’ with which they processed the ‘shopping’. The participants were instructed as to which credit card to present to which cashier, but as the cards were in wallets they were ‘blind’ as to whether or not they were presenting a ‘fraudulent’ card (i.e. a card with a photograph that was not of themselves). Each cashier was approached by a participant only once.

The results showed that the cashiers were poor at challenging participants showing cards with a photograph of someone else who bore a resemblance to them. The correct decision rate to reject the card showing the matched foil was approximately...
36 per cent. Even when the photograph was of someone who bore no particular resemblance to the participant but was of the same sex and apparent ethnic group, the unmatched foil, the correct decision rate to reject the card was only approximately 66 per cent.

One way of overcoming the limitations of showing photographs would be to start compiling a database of video-frames or video-films; advances in computer technology may provide the answer here. With sophisticated compression techniques, it is possible to store, retrieve and play digitized video sequences. However, for the police, the major problem with these ‘mug-shot searches’ concerns the very large number of images that would be found in the pool from which the subset would be drawn and then shown to the witness. Experimental work (e.g. Laughery et al., 1971) has found that the more photographs participants are exposed to the less likely they are to spot the photograph of a target (someone they had seen previously). Methods are therefore being devised that can sort the photographs so that the image of the perpetrator will be brought close to the beginning of the search (e.g. Levi et al., 1995).

It is worth bearing in mind that the purpose of using photographic images as an investigative tool is to suggest possible suspects (the witness can select more than one image). Below we will see that photographs and video clips can also be used in other identification procedures.

4.2 Identification procedures: where the suspect is known

While the composite may have no evidential value, other identification evidence may be used in court or to eliminate a suspect from an investigation. There are different kinds of identification evidence, however, and which of them is considered a lawful means of identification may vary from country to country. In England and Wales, at the time of writing, they include the following:

- Live identification parades, where the witness sees the suspect and at least eight other people who, as far as possible, resemble the suspect.
- Group identification, where the witness is given the opportunity of seeing the suspect in a group of people.
- Video film identification, where the witness is shown a video film of the suspect along with video film of eight other people who resemble the suspect.
- Confrontations, where the suspect is confronted by the witness, normally in a room in a police station. In England and Wales, this only takes place if the other procedures described above are not practicable.
A live identification parade

In some countries, where communities are small and widely spaced, it is often impossible for the police to put on a live identification parade. Identifications can be made from photo-arrays, where the witness sees a photograph of the suspect and a number of other photographs of people matched to the suspect.

Research conducted in the laboratory has pointed to three factors that may influence identification accuracy in live identification parades: instructions, procedure and structure.

First, several studies have shown that indicating through instructions that the perpetrator ‘is in’ the line-up, rather than saying that he/she ‘may be’ present, increases the rate of mistaken identification (e.g. Cutler et al., 1987). Second, studies have compared a sequential procedure for presenting the line-up members – where the witness looks at each member one at a time – with the traditional simultaneous line-up method where all members are seen together. Results have revealed that if the target is not in the parade, participants tend to be more likely to identify a foil (a member of the parade who is not the suspect) in the simultaneous line-up condition than in the sequential condition (e.g. Cutler and Penrod, 1995).

Third, and perhaps more importantly, the structure of the line-up must be ‘fair’ so that there is a reasonable degree of resemblance between all parade members. The difficulty here is whether the foils in the line-up should be chosen to resemble the suspect (the procedure used in England or Wales), or whether they should match the general description of the culprit as provided by the witness. Some have argued that to select the foils in the line-up on the basis of their similarity to the suspect creates an unnecessary similarity between the

---

**Foil**

Like a ‘stand-in’ or ‘volunteer’, a foil is a member of an identification parade who is not the suspect.
foils and the suspect. Wright and Davies (1999) provide the following example. The witness describes the perpetrator as a six-foot tall male with brown curly hair. The police have a suspect who fits this description but who also has a scar on his face. If the police select the foils to match the witness’s description, and the suspect is innocent, the scar should help safeguard the suspect against being picked out, as the witness has no memory of a scar. Should, however, the suspect be guilty and the witness had failed to mention a scar when providing a description, then this may help the witness correctly identify him as the perpetrator as he is likely to be the only one with a scar (see Chapter 8, Book 1 for a discussion of recall versus recognition). An exception is where this results in the suspect ‘standing out’ in some way. In the above example, should the suspect be five foot six inches rather than six foot, then choosing the foils all to be six foot would make the suspect stand out.

A survey conducted for the Home Office in 1994 revealed that an estimated 30 per cent of identification parades failed to take place, and furthermore, of those taking place, over 60 per cent of witnesses stated that less than half the parade members resembled the person who committed the crime (Home Office, 1994). An alternative system called VIPER (Video Identification Parade Electronic Recording) has been developed by the West Yorkshire Police Service (see Box 3.9).

### 3.9 VIPER (Video Identification Parade Electronic Recording)

The VIPER system allows a sequence of the suspect’s face turning slowly from side to side to be digitally captured on videotape. A video parade can then be constructed by allowing the suspect to choose the foils from a suitable selection drawn from a very large database. Research has revealed that the VIPER system overcomes the problem of finding foils, and suffers far fewer cancellations than live parades. In addition, the absence of body cues and seeing a sequence of moving faces has not been found to adversely affect identification rates in laboratory research (Pike et al., 2000). Finally, it is far easier to timetable witnesses to see video parades than live identification parades – if necessary the police can take the videotape of the line-up to the witnesses’ homes – and video parades could be potentially far less stressful as the witness is not required to confront a ‘live’ suspect.

### 4.3 Factors affecting accurate identification

Disguises and changed appearances

One obvious factor that influences identification is the likelihood that the perpetrator will have changed his or her appearance since committing the crime. It is also likely that an individual will wear some kind of disguise before
committing a crime. The removal of a wig, hat or spectacles, or a haircut or change to facial hair, will bring about a change in appearance and adversely affect the accurate recognition of unfamiliar faces.

You may have found that you have occasionally failed to recognize someone because of a new hairstyle. However, this is only likely to have happened if you were not very familiar with that person. When we have seen someone on a frequent basis, we often fail to notice such changes; instead sometimes there is just a feeling that the person has changed something about themselves rather than the recognition, say, that they have in fact shaved their beard.

The importance of hair cues was demonstrated in one experiment where participants were shown a videotape of a robbery and then later asked to attempt to identify the ‘culprit’ in a line-up. In half of the robberies, the robber was not wearing a hat whereas in the other half the robber was wearing a knitted pullover cap that concealed his hair and hairline. Results showed that identification accuracy was significantly impaired when the participants had seen the disguised robber (Cutler et al., 1987).

Although it is possible for a culprit to alter his or her appearance in the period intervening the crime and the identity parade, it is much more difficult for them to alter their voice. Is it possible then that voice identification may be more accurate than face identification? (See Box 3.10.)

### 3.10 Voice identification/Earwitness testimony

Although far fewer studies have been conducted on voice recognition compared with face recognition, research findings suggest that voice identification should only be used in legal contexts with extreme caution. Many factors have been found to influence recognition accuracy, including: the length of the utterance, the delay between listening to the voice and making the identification, attempts to disguise the voice by whispering or muffling the speech, familiarity with the voice, the number of other voices in the ‘voice line-up’ and the position of the target voice in the line-up (Wilding et al., 2000).

**Verbal overshadowing**

Another issue is whether asking the witness to provide a verbal description of the culprit will make it harder for the witness to subsequently identify him or her in the identification parade. Schooler and Engstler-Schooler (1990) showed participants a video of a crime scenario and then asked one group to provide a
verbal description of the face of the perpetrator, a second to form a visual image of the target’s face and a third to do nothing. Those who were asked to produce a verbal description were significantly less accurate in choosing the target than the other two groups, whose results were similar. It was suggested that the verbalization group was biased towards relying on the memory of how they had described the face rather than on their initial visual memory of the face itself because their verbal memory had over-shadowed their visual memory. This effect of verbal overshadowing has been replicated in subsequent research and resembles the effect of post-event information (PEI) discussed in the previous section.

Unconscious transference

The term unconscious transference (based on a Freudian concept – see Book 1, Chapter 9) refers to the situation where a witness may misidentify a suspect who is actually innocent because they had indeed seen the innocent suspect before but not as the perpetrator of the crime. Ross et al. (1994) described a real case where a sailor was picked out from a line-up, not because he had committed the crime but because the victim, a railway ticket clerk, had seen the sailor before when selling a ticket to him. In their experimental work, Ross and colleagues found that participants were three times more likely to ‘misidentify’ a bystander seen in a film of a robbery, than control participants who had seen a version of the film that did not include the bystander. (As participants reported that they had inferred the bystander and the assailant to be the same person, the term conscious transference was used.) Research has also considered whether searching through a mug-shot album may negatively impact upon a witness’s ability later to identify the culprit in a line-up. Findings suggest that showing participants photographs of ‘suspects’ will significantly increase the likelihood that they incorrectly pick out an ‘innocent suspect’. Rather than identify the ‘culprit’, they will identify the suspect whose face they had seen before, even though that person may not have been present near the original incident.

The factors that have been outlined here indicate the difficulties witnesses face in providing accurate identification evidence. Box 3.11 considers one possible technological solution.

3.11 CCTV – a foolproof identification system?

Can CCTV offer a means of providing irrefutable identification evidence? Is it a technological solution to the error-prone eyewitness identification evidence? Experience suggests that while CCTV cameras may provide invaluable assistance to the police by helping to establish such things as an exact sequence of events, identification from CCTV footage might be problematic for a number of reasons. Usually, identification still involves a human operator who attempts to match the
image depicted on the footage with that of a photograph of a known suspect. Although this form of identification does not rely on memory, many of the factors that we have considered in this section will apply here: there may be differences in appearance, lighting conditions, in facial expression and viewpoint. Furthermore, the CCTV footage itself may be of very poor quality. Research has found that while these factors will not impede the identification of a familiar person, the task is extremely difficult with unfamiliar people (a finding that is consistent with the results of the photo-identity credit card described previously). Bruce et al. (1999) have found high error rates, even with good quality images and when viewpoint and facial expressions between the images were as closely matched as possible.

The illustration below shows a full-face target image retrieved from video and an array of full-face photos. This is an example of the type of stimulus material used by Bruce and colleagues. Can you match the target to one of the numbered photos? (See end of chapter for the answer.)
Section 4

In this section we have focused on one specific aspect of witness testimony, namely perpetrator identification and the procedures used to obtain this evidence – these are system variables.

We have considered techniques that can be used when the available evidence does not suggest a suspect. Computer technology has assisted in the generation of a composite of the perpetrator, and can help in searching through mug-shots.

We have also considered the identification procedures that are used when there is a suspect. Research has indicated how instructions, structure and procedure may all influence correct and incorrect identification rates, and we have seen how computer technology has provided an alternative more flexible and faster way of putting together a parade (VIPER).

Regardless of the identification procedure employed, there are factors that may impinge on the accuracy with which a witness can identify the perpetrator. Neither research on voice identification nor on identifying images from CCTV suggests an alternative more accurate method.

5 Witnesses at court

The particular problems facing witnesses in courts reveal further examples of system variables that can be acted upon through legislative and procedural changes aimed at assisting witnesses. In this section, we shall consider some of the difficulties witnesses encounter in court, and psychologists’ involvement in researching and responding to such difficulties. As in Section 3, many of these issues have been highlighted by concerns about the needs of child witnesses in criminal court proceedings, and in adversarial legal systems. First, spend time on Activity 3.10, thinking about whether different groups are likely to experience the same or different problems when appearing as witnesses in court.

Activity 3.10

If you have ever had to appear as a witness at court, did you experience any difficulties in testifying? Perhaps you have acted as a juror, or seen television courtroom dramas. Would you be worried about testifying? Why? Write down what difficulties and fears witnesses might experience in a criminal court. Indicate to what extent you think these would apply
to (1) child witnesses, (2) adult witnesses, and (3) witnesses who have learning difficulties. Might they differ further depending on whether the witness is also the victim of the alleged crime?

Come back and evaluate your lists after you have read Section 5.1. Would the special measures described there address concerns you have listed?

The inside of a courtroom

5.1 Witnesses’ concerns about appearing in court

Psychologists and welfare professionals have examined witnesses’ concerns about their court appearance, especially those reported by children. Spencer and Flin (1993) identified three phases of stress for child witnesses: the experience of the crime itself, the pre-trial period, and the trial itself. During the pre-trial period, interviews with children and young people have revealed the following sources of concern (e.g. Freshwater and Aldridge, 1994):

- Repeated delays and rescheduling of cases.
- Lack of knowledge of the legal system.
- Lack of information about, and involvement in, decision making prior to court.

At court, a number of factors were reported as causing anxiety, including:

- Waiting to be called to testify, sometimes for a considerable period of time.
- The formal and unfamiliar layout of the court.
- Seeing the defendant and his/her family and supporters.
- Cross-examination, especially legal jargon (‘legalese’).

Legalese
Lexically and syntactically complicated language that has developed to meet the needs of the legal profession.
Following the publication of an influential report, *Speaking Up for Justice* (Home Office, 1998), which documented many of these concerns, the 1999 Youth Justice and Criminal Evidence Act in England and Wales introduced a range of **special measures** to be made available to vulnerable and intimidated child and adult witnesses (subject to certain conditions, such as the nature of the alleged offence). These are listed in Box 3.12.

### Box 3.12 Special measures in the 1999 Youth Justice and Criminal Evidence Act

- Screens to protect the witness from being confronted by the defendant.
- Live CCTV link to enable the witness to give evidence from outside the courtroom.
- Evidence given in private – press and public may be excluded (except for one named person to represent the press) in cases involving sexual offences or intimidation.
- Removal of wigs and gowns by barristers and the judge.
- **Video-recorded evidence-in-chief** taken prior to the court case (i.e. videotape of earlier investigative interview with witness is used instead of requiring the witness to be examined live in court).
- Video-recorded cross-examination taken prior to the court case (i.e. videotape of previous cross-examination of witness is used instead of requiring the witness to be cross-examined live in court).
- Examination of the witness through an **intermediary** rather than a barrister.
- Aids to communication to assist witness, e.g. interpreter or communication aid.
- Protection of witness from cross-examination by the accused in person.
- Restrictions on evidence and questions about complainant’s sexual behaviour.
- Provision of **professional social support** to witnesses, both pre-trial and at court.

These special measures are designed to address social, emotional and cognitive stressors that the witness may face. For example, screens and live links (closed circuit television systems that connect the witness in a room outside the courtroom to the court itself) are used to reduce the anxiety a witness may feel about appearing live in court, either by shielding the witness or by removing them from the courtroom. The permitting of intermediaries and aids to communication recognizes that the less developed cognitive abilities of some witnesses (e.g. children and adults with learning difficulties) need to be addressed in order to elicit their testimony appropriately. The underlying assumption is that in prioritizing the needs of witnesses (and attending to their welfare) we will increase the likelihood that they will give better quality evidence in court.
How well do you think such measures address the fears and sources of stress identified in Activity 3.10? (You may also like to refer to Chapter 1 of this book, on the topic of stress).

There have been other notable attempts to address witnesses’ concerns through preparation for court (e.g. The Young Witness Pack, NSPCC/ChildLine, 1998; The Virtual Courtroom, Cooke, 2001). Box 3.13 reports one approach (Saywitz et al., 1993) derived from psychological research on child development and children as witnesses. Saywitz and her colleagues developed a programme of experiments aimed at addressing a number of problems:

- Children’s tendency to provide incomplete reports of events.
- Children’s failure to comprehend many of the grammatical constructions and vocabulary common in investigative interviews (e.g. legalese, see Section 5.2), and their difficulties in recognizing when they do not understand and in asking for clarification.
- Children’s susceptibility to misleading questions.
- Children’s limited knowledge and experience of the legal system, such that this makes them anxious when testifying.

Saywitz et al. developed four separate interventions aimed at addressing each of these problems, using the control possible in experimental settings to evaluate the effectiveness of each. We shall consider the first three in Box 3.13; we have noted some of these problems already in this chapter, and we go on to discuss legalese further below.

### 3.13 Preparing children for the investigative and judicial process (Saywitz et al., 1993)

#### Narrative elaboration

Narrative elaboration is a technique to assist children in retelling an event, using five forensically relevant and theoretically driven categories of information – participants; settings; actions; conversations/emotions; and resolution (consequences). The technique aims to make children aware of the type and level of detail required in a forensic context. In the programme of experiments, each of the five categories were represented by a simple drawing on a card. Children practised reporting as much detail as possible about past events, using the cards as a mnemonic device. In the experimental evaluations, children aged six to nine years experienced a staged event at school, and were then allocated to one of three conditions where they received different training or instructions: narrative elaboration; instruction (instructed to be complete and accurate in retelling, but
no category cues); control (no training or instruction). Two weeks after the event, the children were individually interviewed about the event according to their condition. Children receiving narrative elaboration demonstrated a 53 per cent improvement in spontaneous recall over the instruction and control groups (who did not differ from each other), without generating additional errors or negatively affecting their responses to follow-up questions.

**Comprehension-monitoring training**

This technique was developed to warn children that they may not understand all questions put to them, and to give a rationale as to why some speakers (e.g. lawyers) ask children questions that are difficult to comprehend. Videotaped vignettes were also used to demonstrate negative consequences of trying to answer questions that are not fully understood. In practice sessions, children were taught to identify questions they did not understand and to ask the adult speaker for rephrasing; the children were then given feedback on the accuracy of their reports. Again, six to eight year-olds participated in a staged event, and two weeks later were allocated to three conditions before being individually interviewed about the event. The conditions comprised comprehension-monitoring training, rephrase-instructions (children were simply given permission to ask adults to rephrase questions), and control (given only motivating instructions to do their best). Children who received the comprehension monitoring training were significantly more accurate in their reports than children from either of the other groups.

**Resistance training**

Resistance training involved a discussion of why children go along with adults’ suggestions in questions, as well as teaching children to identify leading questions, mentally compare their memories of an event with the ‘guess’ put into the leading question by the questioner, answer appropriately after the comparison, and to use self-statements to promote their self-confidence in challenging leading questions (e.g. ‘I knew there would be questions like this. I can do it.’). Again, children were individually interviewed two weeks after participation in a staged event, either in a resistance training condition, or in a control condition (they received motivating instructions to do their best). As before, the intervention was successful, and children receiving resistance training made significantly fewer errors in response to misleading and other questions than the control (a 26 per cent drop in percentage error). An unanticipated ‘side-effect’, however, was that children in the resistance training condition gave more ‘don’t know’ answers than children in the control group. A subsequent revision to the training, where children were reinforced for telling the answer when they knew it and were warned that the adult interviewer might be disbelieving, eliminated this effect while preserving the superiority of the resistance training.
5.2 Communication in court

A theme that underpins many of the special measures we have outlined above, and arguably, the whole purpose of a courtroom hearing, is communication – between the barristers and the witness, the barristers and the defendant, the witness and the court, the defendant and the court, the judge and the jury, and so on. We now look at some courtroom communication issues in more detail.

Legalese - how not to question witnesses

In Section 3 we reviewed research that suggested how best to elicit accurate information from witnesses through questioning. However, once the witness enters a criminal courtroom, such guidance appears irrelevant, for the desire to win the case can result in lawyers, especially defence lawyers, asking questions in the least helpful way possible (e.g. Henderson, 2001).

A number of studies (e.g. Brennan and Brennan, 1988) have examined transcripts of lawyers’ examinations and cross-examinations of witnesses and have found the language used to be inappropriate to the age and linguistic development of the witness. Legalese is a jargon-laden style, full of complex grammatical structures, formalized vocabulary, and leading questions.

Carter et al. (1996) investigated legalese experimentally. Sixty children aged five to seven years participated in a play session with a research assistant in a laboratory setting. They were then immediately individually interviewed about the session, in experimental conditions that varied the linguistic complexity of the interview questions (simple or complex).

Activity 3.11 Researching legalese (after Carter et al., 1996)

Carter et al. developed equivalent questions with either ‘simple’ sentence construction, or with a ‘complex’ construction modelled on lawyers’ language as seen in transcripts of court cases. Try constructing a few equivalent questions below, and compare your versions to those produced by the authors (see end of chapter) – one is given complete here as an example:

Simple: Tell me what you did in the balloon room with [research assistant]

Complex: Can you indicate to me whether you played in the balloon room with [research assistant] and what you did while you were there with the aforementioned person?

Write down simple or complex equivalent questions for the following:

Simple:

Complex: Did you engage in any activities involving the blowing of bubbles on the occasion we were speaking of?
As the researchers expected, when children were questioned in a linguistically complex manner ('legalese') the accuracy of both their free recall and responses to specific questions was diminished. Further, ‘very few children spoke up about their lack of understanding of interview questions ... They were also loathe to admit their confusion to the interviewer following the conclusion of the interview when asked specifically about their comprehension.’ (Carter et al., 1996, p.350).

*Do you think this is because the children didn’t realize that they did not understand the question or because the children were too embarrassed to appear ‘stupid’ or ‘failures’? Perhaps it is a mixture of both – we have seen in Box 3.13 how preparation can help to alleviate some of these problems.*

The use of legalese to bewilder or discredit the witness is, however, only part of the problem. Often legalese is employed by lawyers for the prosecution (who ‘called’ the witness) or by judges, not because they wish to discredit the witness, but because they are uninformed about the best way to question child witnesses and about associated issues to do with children’s cognitive and social development. In addition, they may set up a pattern of responding in which they talk a great deal, and the witness gives very short, one-word answers. This may act as a model for the witness’s evidence, so that the witness feels they should not give extended responses. In turn, this may affect the perceived credibility of the witness in the eyes of the jury, as the witness is judged to have poor memory for the event, and to be a less persuasive communicator.

*As a result of studies on legalese, psychologists have played an important role in educating judges and lawyers about the best way to question witnesses, and in preparing witnesses about how to cope with such questioning. One less desirable outcome, however, is that defence lawyers can use that same knowledge deliberately to obscure communication with the witness in order to help their*
case. While legalese research has examined the particular difficulties children face, you may also like to pause and consider what difficulties legalese poses for adult witnesses too. It is notable that expert witnesses, who appear in court on a regular basis, and who are generally experienced professionals, will undergo training or receive guidance on how to deal effectively with lawyers’ questioning techniques.

Juror perceptions of witnesses’ testimony

The difficulty faced by those involved in deciding a court case is that they will hear different versions of the event being debated by the prosecution and defence counsels. The ‘truth’ cannot be verified independently, so the accuracy of witness testimony is assessed by other means, including the way in which witnesses deliver their testimony. Of course, this in turn will be influenced by many factors, including the age of the witness, the conditions under which they witnessed the crime, as well as the type of questions they are asked and the way in which these are phrased. An important factor, influencing how others will perceive the witness, is the internal consistency of the testimony itself and whether there is any contradiction in the answers given by the witness. Indeed, a common way of discrediting a witness is to highlight any inconsistency between what the witness said in their interview with the police with what he or she is saying in court.

Brewer et al. (1999) investigated inconsistency as a variable and found that potential jurors reported this to be the strongest indicator of unreliable testimony. ‘Inconsistent with previous statement’ was considered to be more important than ‘pretends not to hear questions’, ‘exaggerates circumstances’, ‘inconsistent with other witnesses’, ‘nervous manner’ or does ‘not look directly at legal representative’ (among several other variables). However, in a study involving participants being interviewed on several occasions about a crime they had seen on videotape, Brewer et al. failed to find a strong relationship between consistency and accuracy. While further research is required to examine the relationship further, this study found that virtually all of the ‘testimonies’ provided contained some inconsistencies and therefore virtually all ‘witnesses’ were to some extent vulnerable to being discredited.

You may remember from Chapter 8 of Book 1 that remembering involves both constructive and reconstructive processes. Recall also the influence of scripts or schemata. Inconsistencies are therefore to be expected.
When deciding who to believe, people will go beyond the content of the communication and consider other indices including non-verbal communication cues (see Chapter 4 for a discussion of the clues that we use to detect deception). Research has sought to uncover what these other indices might be, and has looked at witness demeanour. As used by Stone “demeanour” excludes the content of evidence, and includes every visible or audible form of self-expression manifested by a witness whether fixed or variable, voluntary or involuntary, simple or complex’ (1991, p.822). One important aspect of demeanour that influences the perceptions of witness credibility is witness confidence. A confident witness is considered to be much more believable than one who is hesitant or unsure. Many studies have found that jurors rely on witness confidence, whether stated explicitly or implied nonverbally, to infer the accuracy of witness testimony (e.g. Cutler et al., 1988). The more confident a witness appears, the more likely their testimony will be accepted as an accurate account.

However, research is required here to establish the validity of placing great reliance on a witness’s self-reported certainty. Experimental research, looking at the relationship between witness confidence and identification accuracy, has yielded very low correlations, with coefficients ranging from 0.08 to 0.42. Indeed, if the processes underlying memory and those underlying confidence are to some extent unconscious and independent of each other, then confidence can be increased or reduced while memory is unaffected. In support, Williams et al. (1992) found that witnesses’ confidence in the accuracy of their own testimony increased as they repeated the same account. This finding highlights that confidence in memory is subject to social influences and is not simply determined by memory accuracy. Thus, witnesses who express solid certainty in their testimony are not necessarily more accurate than those who allow for the possibility that they could be mistaken.

The psychologist as a source of expert knowledge

If you have seen courtroom dramas on television or in films, you will probably be very familiar with the notion of an expert witness i.e. someone, for example a clinician or an academic, being called by the prosecution or the defence to give their opinion on the case. In this final subsection, we will briefly consider the role of the psychologist as an expert witness at court. You may be surprised to learn that the expert witness ‘doing battle’ in the courtroom is only one of five possible ways that expert assistance may be communicated to a court by a psychologist or other specialist (Spencer and Flin, 1993). These are summarized in Box 3.14.
Box 3.14 describes how psychological knowledge and expertise can influence the law. You may like to note that one particular example of psychologists’ contribution to judicial training concerns child witness issues, drawing on many of the studies and issues we have discussed in this chapter. A psychologist may occupy one or more of the roles in Box 3.14. For example, s/he may hold an academic position at a university where s/he conducts forensic research, may participate in judicial training sessions, and may also act as an expert witness in criminal or civil court proceedings. You may also have realized reading Box 3.14 that the issue of expert assistance is one of the most complex and contentious intersections of psychology and law, especially in the case of expert witnesses in the courtroom. For example,
it is often the case that two ‘experts’ can be found who interpret the research findings on a particular topic in radically different ways, and who then argue their positions in court (one called by the prosecution, and one by the defence). There is also the problem that lawyers generally are sceptical about the contributions psychologists are able to make to issues that arise at court, for example because they feel able to represent psychological knowledge themselves (Nijboer, 1995). Further, it is not easy to determine whether or not evidence offered by a witness is helpful in assisting the jury’s deliberations or in influencing the final outcome of the case (e.g. Kapardis, 1997).

Ainsworth (1998, p.161) has summarized the debate on whether or not to admit expert witness testimony (from psychologists or others) as focusing on four issues:

1. The scientific reliability of such testimony.
2. The relevance of the testimony to the facts of the particular case being considered.
3. The effectiveness of traditional safeguards in reducing the danger of misidentifications (e.g. judge’s warnings to the jury).
4. Whether such testimony does actually help the jury to understand or determine a fact in issue.

It is beyond the scope of this chapter to go further in identifying these issues. However, you might like to think about them in the light of the research we have presented above, and in the context of associated methodological and ethical issues. For example, you will by now be aware that what one psychologist regards as scientifically acceptable research may be challenged vigorously by a psychologist who has a different perspective (think back to the debates in Book 2, or look at the discussion of the use of the polygraph in Chapter 4 of this book). What are the implications of exposing jurors to only one, or to both perspectives?

Summary | Section 5

- In this section we have highlighted some of the difficulties witnesses encounter when they give evidence in a criminal court, and also some ways in which psychologists have researched and responded to these difficulties (which are system variables).
- Witnesses’ concerns include those that are pre-court, e.g. lack of knowledge of the legal system, as well as those at court, e.g. waiting to testify and seeing the defendant. Psychologists have been involved in preparation programmes to address some of these concerns.
Communication takes place between many different personnel at court. Research on legalese has shown how it impedes communication between the barrister, the witness and the court.

Jurors may use mistaken cues when evaluating the verbal and nonverbal communicative effectiveness of the witness.

Psychologists may have a number of roles in providing expert assistance to the court. The role of the expert witness is the most complex and controversial.

6 Discussion

In this chapter we have focused on the experience of witnesses as they progress through the legal process. We started with issues surrounding the encoding of the event, where we found that attention may well be directed to the more central actions of the event and that certain types of information may not be encoded accurately, such as height, weight, distance and temporal information. We considered research showing that the presence of a weapon may negatively impact upon memory of things other than the weapon. However, research on real witnesses has found that the level of stress or arousal they experienced and the violent nature of the crime did not relate to how well they remembered the crime. Age of the witness emerged as an important variable, with younger children tending to remember less than older children and adults.

When questioning a witness about a crime, it is important to consider both the cognitive and the social factors that will influence their memory. Important, witnesses will be reconstructing what happened, and the way that questions are phrased can influence responses. Research has shown that younger children are more susceptible to suggestibility and therefore leading questions should be avoided. Several types of questions can be posed by interviewers, and the evidence indicates that open questions and facilitators may assist the witness to provide a more accurate account of the crime than focused and option-posing questions.

One specific aspect of witness memory concerns the identity of the perpetrator. Sometimes the police will require the witness to recall the perpetrator’s face and sometimes to identify the perpetrator in an identification parade. Research on face perception has informed the procedures that the police use, while at the same time highlighting the fallibility of this particular type of evidence.

Finally, we have considered the experience of witnesses in the courtroom and seen how research has informed the special measures that have been
introduced to assist vulnerable witnesses. The way in which the witness is asked questions will influence how well the witness can communicate to the court their memory of the crime. Jurors’ perceptions of a witness will be influenced by the confidence the witness displays and the consistency of the account they give. However, neither of these variables are good predictors of the accuracy of the account.

Throughout the chapter we have shown that there are a whole host of variables, at the point at which the crime is witnessed, at the stage of the police investigation and then in the courtroom itself, that all operate to influence the accuracy and completeness of witness testimony. As such, it is extremely difficult to comment on the reliability of the evidence provided by any one witness. Furthermore, sometimes the findings from research are rather tentative or not clear-cut, with those from simulations providing a somewhat different picture to those from cases involving real witnesses. It is important to bear in mind the difficulty that researchers face in conducting research in this area. Ethical issues have to be considered when carrying out simulations: it is simply not possible to manipulate those variables that are thought to be extremely important, such as the fear that the witness may experience and the consequentiality of their testimony, i.e. that their evidence may lead to a conviction and a prison sentence. There are also ethical issues in conducting research with real witnesses, who may find it traumatic to recount their experiences to researchers. It is often extremely difficult to draw generalizable conclusions from investigations of real witnesses, as the experience of each witness is so varied, calling into play different variables. Unlike laboratory simulations, it is not possible to control what might be key variables.

This is not to say that the more robust findings have had no positive impact. The unreliability of identification evidence is something brought to the attention of juries in several different countries, and this is based on evidence from simulations as well as evidence from real cases. The susceptibility of recall to suggestive questions has been highlighted in police and interviewing training and there is ample evidence to support the notion of suggestibility from laboratory experiments, field experiments and observational studies. Researchers are aware of the need to use multiple methods and of the dangers of generalizing from only one single source of evidence. Those involved in the legal profession are responding to the need for such research and collaborative efforts are now on the increase. Access can be gained to real case data and research questions can be derived from the practitioners themselves.

One issue you may have noticed throughout this chapter is the steadily increasing application of technology in the field of psychology and law. Section 4 described the evolution of E-FIT in the construction of composites, as well as discussing VIPER parades and work on CCTV. In Section 5, we made passing reference to the use of video technology for child witnesses, such as in the use of ‘live links’ (CCTV systems), which enable a child to testify from a small room.
outside of the courtroom. Videotaped investigative interviews with children are also permitted, subject to certain conditions, to replace the child’s evidence-in-chief in some jurisdictions. It is clear then that, like almost every other field in psychology, forensic psychologists need to collaborate with other psychologists and practitioners in many different fields in order to make the most of such technological developments.

What is also clear, however, is that technological advances bring with them new research and practice questions that require attention. For example, in the case of CCTV, research is required to see how we can best use this technology to identify perpetrators. In the case of child witnesses, technological hiccups have been virtually eradicated as investigators and courts have become experienced with the technology. Yet, there is still much resistance to videotaped evidence and live links by barristers on both sides, who fear that seeing a child on a TV screen reduces the impact the child witness can make (prosecution), or increases the ease with which a child can be deceptive (defence). Some of these issues and anxieties can be further investigated by psychological research, and indeed, do continue to be.

Finally, while technological advances may address some of the difficulties associated with witness evidence, it should not been seen as an answer to all the problems raised here, and should not be permitted to obscure other systemic issues that can be problematic in witness evidence and identification. There are also other advances that come to mind, such as DNA profiling, as well as developments in offender profiling, interviewing suspects and the analysis of crime patterns (see our suggestions for further reading below). Forensic psychologists have made valuable contributions to such developments, and will continue to be at the forefront of future initiatives concerned with human behaviour in the legal arena.

Further reading

The book is written as a guide for legal practitioners and other professionals and is comprised of short papers written by a range of professionals including forensic psychologists and legal experts.

The media has often portrayed offender profiling as an instant device for solving crime. This book provides an account of how offender profiling can be used to assist an investigation.
This book is a wide-ranging and detailed text, covering issues such as jury
decision making, sentencing and persuasion in the courtroom, as well as many
of the topics included in this chapter.

This book offers a comprehensive and up-to-date review of issues surrounding
children as witnesses.
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**Answer to Activity 3.8**

Tom Cruise's nose is third from left.

---

**Answer to Activity 3.9**

Mel Gibson, Sean Connery, Paul McCartney.

---

**Answer to Box 3.12**

Number 3

---

**Answer to Activity 3.11**

Simple: Did you play with bubbles?

Complex: Did you engage in any activities involving the blowing of bubbles on the occasion we were speaking of?

Simple: Did you colour with crayons?

Complex: Would you say that it's true that crayons were used to colour with?

Simple: Did you sing songs with the person?

Complex: On that same occasion, were any songs sung by you and [RA name]?

Simple: What was your prize from the treasure chest?

Complex: Please try to recollect what, if anything, it was that you received as a prize from the treasure chest.
# Telling and detecting lies
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This chapter offers a review of issues relating to the processes of telling lies and detecting deception in everyday and forensic contexts. You may find some personal resonance with issues and experiences discussed in the chapter, such as infidelities, false accusations, sexual and violent offences, and polygraph examinations.
Aims

This chapter aims to:

- give an insight into the psychological processes involved in deception
- demonstrate the contribution of different psychological approaches, including social constructionist, cognitive and behavioural, to an explanation of detecting lies
- show how psychological theories can be applied to real-life settings
- help demonstrate how to critically evaluate the contribution of different methodologies and research findings to this area
- give an insight into the difficulties of conducting good applied research when investigating lying.

1 Introduction

Try to remember the conversations you had yesterday. Did you, at any time, tell a lie? If you don’t think you did, please reconsider this. Did you not even tell a ‘white lie’? It is very likely that you did lie at some point yesterday, since people typically lie every day as this chapter will reveal.

Many relationships could become awkward if people told each other the truth all the time. Clearly though, some lies are not desirable (for example, those told during police investigations) and some can even lead to a custodial sentence (e.g. perjuries). In such instances officials will try to detect lies, and psychologists have been investigating how to do this in three different ways. First, they observe people’s nonverbal behaviour (body movements, smiling, eye contact, voice pitch, speech rate, stuttering, and so on). Second, they analyse the content of what people say. Third, they examine physiological responses (blood pressure, heart rate, sweating of the fingers, and so on).

Are there systematic differences between liars and truth tellers in nonverbal behaviour, speech content and physiological responses? Are people able to detect lies by paying attention to these aspects? This chapter attempts to answer both questions by reviewing the relevant literature, but attention is also given to ethical issues in deception research and the ecological validity of research findings. These findings reveal that people are, to some extent, able to detect lies by examining behaviour, speech content or physiological reactions. This makes lie detection a useful tool in police investigations (for example to eliminate potential suspects or to examine contradictory statements). However, as this chapter will show, no perfect lie detection test exists and lie detection experts regularly make wrong judgements. Lie detection assessments are
therefore not suitable for use as substantial evidence in court cases, although this sometimes happens, as we shall see.

Throughout the chapter, examples of everyday lying and lying in forensic settings are intertwined, and this is for a good reason. Obviously, lying to a friend about one’s reasons for not going out with them differs in several ways from lying to a police detective about one’s involvement in a crime (for example, from a moral standpoint). However, there are apparent similarities. Factors which may affect an individual’s nonverbal behaviour, speech content and physiological responses when lying, such as fear of getting caught, attempting to make a convincing impression and having to think of a plausible lie, might be present in both everyday lies and forensic settings. Hence similar deceptive responses might result.

Although psychologists have investigated a variety of deception issues over a substantial time period, there are some remarkable gaps in their research activities. For example, research has almost exclusively been conducted with white European and North American participants and the findings in this chapter therefore mainly represent that cultural perspective. This may be a limitation. Lying might be seen as more negative in some cultures than in others, and the frequency of lying might therefore differ in different cultures. In other instances, cultural differences are less likely to occur. Regardless of ethnicity, guilty suspects might fear that their lies will be detected by police detectives, and they might therefore exhibit signs of anxiety when being questioned.

In Section 2, deception is defined, together with a description of the different types of lies that people tell, the reasons why they do it, how often people lie, and methods psychologists use to examine lying (throughout this chapter the terms ‘deception’ and ‘lying’ are used interchangeably). The section will demonstrate the complexities of lying in daily interactions, and will question the conventional view that lying is necessarily undesirable.

2 General issues

2.1 Definition of deception

Deception can be defined in many ways. Some researchers have adopted Mitchell’s (1986) definition of deception as ‘a false communication that tends to benefit the communicator’ (Bond and Robinson, 1988, p.295). Mitchell’s definition is controversial, however, because it implies that unconsciously and mistakenly misleading others should also be classified as deception. A sales assistant who has not been informed by her boss that a product’s price has been reduced and who therefore asks for too much money, is lying according to
Mitchell’s definition. Many people do not agree with this, and believe that deception is an act of deliberately not telling the truth.

Many researchers therefore define deception as ‘an act that is intended to foster in another person a belief or understanding which the deceiver considers false’ (Zuckerman et al., 1981, p.3, emphasis in original). Here, lying is an intentional act; someone who does not tell the truth by mistake is not lying. A woman who mistakenly believes that she was sexually abused in her childhood and reports this to the police, has given a false report but she is not lying. This may sound obvious but it is not. Often, in court cases, two witnesses give different and contradictory accounts of the event they have witnessed. Which of the two witnesses is lying? It might well be that neither of the witnesses is lying, but that (at least) one witness misremembered the event (see Chapter 3 on witness testimony).

There is now growing evidence that people are able to ‘remember’ highly emotional incidents which never occurred. Although very young children may be disproportionately vulnerable to these kind of errors (Ceci et al., 1994a; Ceci et al., 1994b), adults make such errors too (Porter et al., 1999).

In the Porter et al. (1999) study, 77 students were interviewed. During these interviews, students were presented with events. They were told that, according to their parents, these events had occurred in their childhood. The interviewer gave further details about the events supposedly given by the parents. Unknown to the interviewees, the events were invented by the researchers and had never happened to the participants according to their parents. Guided imagery instructions were given to the participants to help them generate images for the false event (e.g. ‘visualize what it might have been like and the memory will probably come back to you’). Results indicated that 26 per cent of participants ‘recovered’ a complete memory for the false event, and another 30 per cent recalled aspects of it. An example of a falsely remembered experience was ‘falling on one’s head, getting a painful wound, and being sent to an emergency room’. It is crucial to distinguish such so-called false beliefs from lying, as it can be very difficult to detect false beliefs while paying attention to behaviour, speech content or physiological responses (Ceci and Bruck, 1998). I shall return to this issue later and explain why false beliefs are hard to detect.

Burgoon and Buller (1994) defined deception slightly differently. According to them deception is ‘a deliberate act perpetrated by a sender to engender in a receiver beliefs contrary to what the sender believes is true to put the receiver at a disadvantage’ (pp.155–6). The main difference between this definition and Zuckerman et al.’s definition is the last seven words ‘to put the deceiver at a disadvantage’. This extra wording is unfortunate. Sometimes people tell lies not to put ‘receivers’ in a disadvantageous position, but to make them appear better or to protect themselves, for instance, from embarrassment. This will be discussed later in this section.
However, Zuckerman et al.’s definition is not entirely satisfactory either, because it ignores another aspect of deception. Ekman (1992) argues that people are only lying when they do not inform others in advance about their intentions to lie. Magicians are therefore not lying during their performance, as people in the audience expect to be deceived. In Ekman’s definition of a lie or deceit, ‘one person intends to mislead another, doing so deliberately, without prior notification of this purpose, and without having been explicitly asked to do so by the target’ (Ekman, 1992, p.28).

Ekman’s definition is not complete either. Liars sometimes do not succeed in misleading ‘targets’ although they have a clear intent to do so. For example, the target may know that the information the liar wants him or her to believe is untrue. In these cases, the attempt to deceive the target has failed, but such unsuccessful attempts can still be classified as lies. I have therefore defined deception as ‘a successful or unsuccessful deliberate attempt, without forewarning, to create in another a belief which the communicator considers to be untrue.’ (Vrij, 2000, p.6). I will use this definition throughout the chapter.

Notice that the issue as to whether someone is lying or not has been defined solely from the perspective of the deceiver. That is, a statement is a lie if the deceiver believes what they say is untrue, regardless of whether the statement is true. Strictly speaking, even an actual truth could be a lie. Suppose that, unknown to his mother, a child has eaten all the sweets. When he asks for more, his mother, in an effort to prevent him eating too much, tells him that he can’t have any more because there are no sweets left. This truthful statement is a lie as long as the mother believes that there are still sweets left.

Lying does not necessarily require the use of words. The athlete who fakes a foot injury after a bad performance is lying without using words. It is also possible to lie by withholding or hiding information. Taxpayers who deliberately do not report a particular source of income on their tax form are lying.

People sometimes fool themselves – a process called self-deception. People can ignore or deny the seriousness of several bodily symptoms, such as a severe pain in the chest during physical exertion. According to my definition, however, deception is an act which involves at least two people. This definition therefore excludes self-deception, which I will not discuss further.

2.2 Types of lies

DePaulo et al. (1996) distinguished between outright lies, exaggerations and subtle lies.
Outright lies (also referred to as falsifications) are lies in which the information conveyed is completely different from, or contradictory to, what the deceiver believes is the truth. If you say you were revising for your exam yesterday when you were actually shopping, that is an outright lie. Most lies people tell are outright lies (DePaulo et al., 1996).

Exaggerations are lies in which the facts are overstated or information is conveyed that exceeds the truth. People can exaggerate their regret for arriving too late at an appointment with a friend, can embellish their remorse for committing a crime during a police interview, or can present themselves to be more diligent than is in fact the case during a job interview.

Subtle lying involves literal truths that are designed to mislead. The former president of the US, Bill Clinton, was telling such a lie in 1999 when he said to the American people that he ‘did not have sexual relations with that woman, Miss Lewinsky’. The lie was subtle, because the statement implied that nothing of a sexual nature had happened between the two of them, whereas he was relying on the narrower definition that they did not have sexual intercourse. Another type of subtle lying involves concealing information by evading the question or omitting relevant details. Passengers who tell customs officers what is in their luggage are concealing information if they also have illegal drugs which they deliberately fail to mention.

Activity 4.1

Before reading any further, write down some lies you have recently heard, told or read about and try to cluster them in the three categories (outright lies, exaggerations and subtle lies) mentioned above. For each lie, also write down what you think was the reason for the lie.

2.3 Reasons why people lie

People lie for several reasons:

- People lie in order to obtain personal advantage. For example, applicants may exaggerate their current income during a selection interview in order to secure a higher income in their next job.
- People lie in order to avoid punishment. For example, children may deny any wrongdoing to their parents in order to avoid punishment. Guilty suspects may conceal important information during police interviews to avoid a possible conviction.
- People lie to make a positive impression on others or to protect themselves from embarrassment or disapproval. When Clinton admitted for the first time on television to the American people that he had had an ‘inappropriate
relationship’ with Monica Lewinsky, the first reason he gave for having misled people was ‘a desire to protect myself from the embarrassment of my own conduct’. (He may also have wanted to avoid ‘political punishment’.) The earliest lies children tell are designed to escape punishment (Bussey, 1992). Lies generated to obtain rewards probably appear later (DePaulo and Jordan, 1982), followed by lies to protect one’s self-esteem (Bussey, 1992).

The lies mentioned so far are self-oriented, and are intended to make the liar appear better or to gain personal advantage. Approximately half of the lies people tell are self-oriented (DePaulo et al., 1996).

- People also lie to make others appear better, or lies are told for another person’s benefit. An innocent mother may tell the police that she committed the crime in order to save her guilty son from a conviction. Such a lie is other-oriented. Unsurprisingly, many other-oriented lies are meant to protect those people to whom the liar feels close (Bell and DePaulo, 1996).
- People may lie for the sake of social relationships. Goffman (1959) pointed out that life is like a theatre and that people often behave as actors and put on a show. Conversations could become awkward and unnecessarily rude, and social interactions could easily become disturbed, if people told each other the truth all the time (‘I didn’t like the food you prepared’, ‘I don’t like this present you’ve given me’, and so on). Social relationships may depend upon people paying each other compliments now and again. Most people will probably appreciate it when others make positive comments about their latest haircut. Making deceptive but flattering remarks might therefore benefit mutual relations. Social lies serve both self-interest and the interest of others. For example, liars may be pleased with themselves when they please other people, or tell a lie to avoid an awkward situation or discussion. (You may like to consider links here to theory of mind, i.e. the ability to put oneself in another’s place, as discussed in Chapter 5, ‘The autistic spectrum: from theory to practice’).

Return to Activity 4.1. Were the lies you mentioned self-oriented or other-oriented? And did all five reasons why people lie occur on your list?

2.4 How often do people lie?

Activity 4.2

How often do you lie and what types of lie do you tell? During one day record all your social interactions and all of the lies you tell during those interactions. For the purpose of this activity, a social interaction is ‘an exchange between you and another person that lasts 10 minutes or more’. Please record all lies, no matter how big or small. Please make detailed notes of the social interactions and your lies as soon as possible after the
interactions have taken place. If you are not able to do this immediately after the interaction, write short reminders of your social interactions and lies as a memory aid and record your social interactions and lies later in the day. For each lie, write down (1) whether or not you felt comfortable while telling the lie, (2) whether you considered the lie trivial or serious, (3) whether the lie was spontaneous or planned, (4) whether or not you think the other person believed your lie, (5) whether or not you think you would tell this lie again if you could relive this social interaction, (6) whether the lie was self-oriented or other-oriented, and (7) the reasons why you told the lie.

What is your reaction to being asked to complete this activity? Do you feel negatively about lying and think that you never or hardly ever lie? After you have given the issue a second thought (and after completing the activity), however, the situation might seem different. For example, how would people respond if you really told them the truth all the time? And how would you react if people were always perfectly honest with you? This chapter argues that lying has its advantages and that the vast majority of people, perhaps everybody, lie sometimes. That was the experience of people participating in Backbier et al.’s (1997) study. The researchers held group interviews in order to gain deeper insight into the way people view lying in everyday life. Initially people reacted negatively about deception. However, the same people reported many instances in which they lied themselves, and showed a great deal of understanding of their own lies. The authors concluded that ‘the interviewees did not seem to be aware of having a somewhat dual attitude toward lying, and, when confronted with it, it did not seem to bother them’ (pp.1048–9).

Psychologists have developed different ways of investigating the extent and nature of people’s lies. For example, Backbier and Sieswerda (1997) instructed participants to write down when they last lied. They were also asked to indicate to whom the lie was told, why they had told the lie, what they had said and whether or not the lie was detected. The attractive part of this method is that it is easy to apply. A disadvantage is that you run the risk that people forget the last lie they told, which is perhaps most likely to occur when the lie is trivial.

Probably the most thorough investigation to date into people’s lies in daily life is that of DePaulo et al. (1996). Activity 4.2 is an adapted version of their study, in which they asked participants to complete a diary. In this (US) diary study, 77 college students and 70 community members kept records of all the lies they told during one week. The results showed lying to be a fact of everyday life. College students reported telling two lies a day and community members told one lie a day. Most lies were self-serving. Participants also said that their lies were generally not serious, that they did not put much effort into planning their lies, and that they generally felt comfortable while telling the lie. The majority of participants (70 per cent) reported that they would tell the lie again if they were given a second chance. As far as the respondents were
aware, about 20 per cent of their lies were detected. These findings suggest that people generally do not feel too bad about their lies.

### 2.5 Who do people lie to?

Further analyses of DePaulo's diary study, reported by DePaulo and Kashy (1998), revealed a relationship between telling lies and the emotional closeness of the relationship. By comparing the lies told by community members to spouses, best friends, friends, acquaintances and strangers, it was found that the lowest rate of lying occurred in conversations with spouses, while the highest rate occurred with strangers. However, the results made clear that deception occurs in all types of close personal relationships. Although participants said they were predominantly honest in social interactions with their spouses, lies still occurred in nearly one out of every ten social interactions they had with them. Many of those lies were minor. Perhaps a limited amount of trivial lying serves important privacy needs for individuals in such close relationships (DePaulo and Kashy, 1998). However, interactions with spouses are also the domain of serious lies. When people were asked to describe the most serious lies they ever told to someone else, they overwhelmingly reported that the target of these lies were close relationship partners (Anderson et al., 1999). These lies were often told to cover serious issues, such as infidelities, and were told to save the relationship. Sometimes spouses believe that the truth cannot be told without threatening the relationship. In such instances, they may decide that telling a lie is preferable. They perhaps do so reluctantly. They often feel uncomfortable while lying to their spouses (DePaulo and Kashy, 1998), but it is in their view the best option they have, given the circumstances.

One reason why people lie less to their romantic partners (and also to friends) than to strangers is that they have the desire to be honest to people they feel close to, but there are also other reasons (Anderson et al., 1999). The fact that our friends and partners know more about us limits the topics that are suitable or ‘safe’ to lie about. We can try to impress strangers at a cocktail party by exaggerating our cooking skills but this is useless with friends who have experienced our meals. So, we might lie less because we think that we will not get away with it.

Although people tend to lie less to those with whom they feel close, there are exceptions. For example, a consistent finding is that college students often lie to their mothers (Backbier and Sieswerda, 1997; DePaulo and Kashy, 1998; Lippard, 1988). DePaulo and Kashy (1998) found that students lied in almost half of their conversations with their mothers. Perhaps they are still dependent on their mothers (for example, with regard to money) and sometimes have to lie to secure financial resources. Another explanation is that they still care about what their mothers think of them. Therefore, they tell their mothers that they do
not drink much alcohol, that they attend all lectures, that they study hard and that they regularly clean their room.

2.6 Situational factors

How often people lie also depends on the situation. Robinson et al. (1998) interviewed undergraduate students, of whom 83 per cent said they would lie in order to get a job. However, these students said that it was wrong to lie to best friends, but they saw nothing wrong in lying if this secured the job. They also thought that employers expected candidates to exaggerate qualities when applying.

Rowatt et al. (1998) found that 90 per cent of participants admitted being willing to tell a lie to a prospective date. About 40 per cent of men and women indicated that they actually had told a lie to initiate a date with an attractive member of the opposite sex (Rowatt et al., 1999). Also, DePaulo’s diary study revealed that people lied relatively often to their romantic partners in the early stages of their relationship (once in every three social interactions). One possible explanation is that people wondered whether their ‘true self’ was loveable enough to attract and keep these partners, and they therefore presented themselves as they wished they were, instead of how they actually were (DePaulo and Kashy, 1998).

2.7 Sex differences in lying

DePaulo et al. (1996) did not find sex differences in the frequency of lying. However, they found that men and women tend to tell different lies. Men told more self-oriented lies, whereas women told more other-oriented lies, particularly to other women. Rowatt et al. (1998) reported that men are more willing than women to use deception in order to get a date. Also, differences emerge in the types of lies men and women tell during a date (Eyre et al., 1997; Tooke and Camire, 1991). Women more frequently engaged in deceptive acts to improve their physical appearance (e.g. ‘sucking in’ their stomach when around members of the other sex), whereas men tended to feign their earning potential (e.g. misleading members of the opposite sex about their career expectations).

These deceptive acts reflect sex differences in preferences in characteristics of potential partners. When 50 male and 50 female participants were asked what they look for in a potential partner, men were more likely than women to emphasize the importance of their partner’s physical appearance, whereas women were more likely than men to emphasize the importance of their partner’s earning capacity (Buss and Barnes, 1986).
You may wonder to what extent the findings of DePaulo’s diary study reflect lying in daily life. To what extent might people’s knowledge that they have to keep records of all their social interactions and lies during a certain period affect the frequency and nature of these conversations and lies? Another difficulty faced is in finding out whether people are honest and complete while keeping records.

So far, this chapter has demonstrated the complicated role of lying in daily interactions. The conventional view that lying is necessarily bad is not true, and telling the truth all the time is not desirable. Conversations could become awkward and unnecessarily rude if people told each other the truth all the time. We tell lies even to people we feel close to. We tell many lies at the beginning of a romantic relationship, and we make many untruthful flattering remarks to people we like. Women tell more other-oriented lies than men, make more flattering comments, and more frequently avoid saying things that may hurt the other person.

2.8 Methods of investigating lying in real-life situations

How can we investigate people’s deceptive responses in real life situations? For example, how can we study the deceptive responses of suspects in police investigations? Possibilities are offered by videotaping police interviews and analysing suspects’ behaviour and speech content whilst they are lying, or by conducting a polygraph test (see Section 5.1) and examining suspects’ physiological reactions whilst they are lying.

Activity 4.3

Before reading further, write down what methodological problems you think a researcher has to address while analysing an alleged liar’s responses? For example, what would you use as a comparison for a deceptive response?

While assessing people’s responses two particular methodological problems occur: problems with establishing the ground truth and problems with selecting comparable truths. In deception field studies, researchers evaluate the accuracy of decisions made by lie detection experts in criminal cases – these experts are usually polygraph examiners (see Section 5) or evaluators who assess the speech content via the statement validity assessment (SVA) method (see Section 4). That is, researchers evaluate whether the decisions made by the lie detection experts (the suspect spoke the truth/the suspect was lying) were
correct. In order to evaluate these decisions, only those cases where the ground truth is satisfactorily established can be used – that is, cases where there is no doubt about the actual guilt or innocence of the suspect. In order to establish the ground truth, researchers sometimes use evidence such as medical evidence, material evidence, and/or DNA-evidence as the objective ‘guilt–innocence’ criterion and judge whether these objective criteria match with the decision made by the lie detection expert. However, this type of evidence is often not available, since the lack of this sort of evidence is exactly the reason why lie detection experts have been consulted. If strong evidence such as medical evidence is available, no further evidence is needed for the prosecution, as this is enough to press charges and is likely to result in a conviction. However, in cases where the available evidence is too weak to press charges, prosecutors might be inclined to ask for polygraph tests or SVAs in order to strengthen their case. In other words, the other evidence in cases where polygraph examinations or SVAs take place is typically weak.

An ideal field study would be one in which polygraph tests or SVAs are carried out in cases with other indisputable evidence. Although such lie detection assessments are not needed to solve these cases, they might be carried out just for the sake of evaluating the methods (that is, to establish the accuracy of decisions made by lie detection experts). Obviously, the lie detectors should not be informed about the indisputable evidence! Surprisingly, such a study has never taken place.

In order to evaluate the accuracy of decisions made by lie detection experts, researchers may also use confessions as a criterion to establish ground truth. Here problems arise since suspects’ decisions as to whether or not to confess are sometimes based upon the outcome of a ‘lie detection test’, such as the polygraph (see Section 5). On the one hand, innocent suspects who failed a lie detection test sometimes see themselves confronted with evidence against them (the lie detection test) and no evidence which shows that they are innocent. This might result in defendants falsely confessing, as they see no opportunity to prove their innocence and to obtain an acquittal, whereas a guilty plea often results in a reduced sentence (Gudjonsson, 1992; Steller and Köhnken, 1989). On the other hand, guilty suspects who passed the lie detection test are unlikely to confess, given the lack of evidence against them.

A second problem is selecting comparable truths. In establishing whether suspects are lying, their responses while lying are usually compared with their responses while telling the truth. Suppose a colleague with whom you are on friendly terms initiates a casual chat. After a while he tells you that people at work have come to the conclusion that you are responsible for the breakdown
of some expensive equipment yesterday, which made your boss extremely angry. But you haven’t touched the machine, so you know that the accusation is false, and that is what you immediately say to your colleague. However, the false accusation clearly upsets you and makes you react nervously. What makes them suspect you? Your colleague notices your nervous reactions and subsequently accuses you of lying. Your colleague makes a serious (but common) mistake. Indeed, you are nervous, but it is the accusation itself that makes you nervous! Comparing your current reactions with your reactions before the accusation is not legitimate. The situations before and after the accusation are not comparable, and changes in your behaviour caused by the accusation can say nothing about whether or not you are lying.

Unfortunately, this sort of comparison between someone’s behaviour during small talk and their behaviour during an actual interrogation is common practice in police interviews (Moston and Engelberg, 1993). Police officers are even advised to establish comparable truths in this way (Inbau et al., 1986). In sum, the problem for the lie catcher is that truth tellers, not just liars, may sometimes be emotional, and that lie catchers can misjudge the symptoms shown by emotional truth tellers (Bond and Fahey, 1987). Ekman (1992) labelled this phenomenon the Othello error, after Shakespeare’s play. Desdemona (Othello’s lover) is falsely accused of infidelity. Realizing that she cannot prove her innocence, Desdemona reacts with an emotional outburst that seems to verify the accusation. Selection of comparable truths is a major problem in real-life deception research (and also probably the main problem in polygraph testing).

In summary, field studies examine examples of deception as they occur in real life. The benefit of such studies is that the examples selected are realistic and give us insight into real-life deception. The disadvantages are that it is often difficult to judge whether someone is really lying or telling the truth (ground truth), and that it is difficult to select instances of lying and truth telling which are comparable.

An alternative to field studies are laboratory studies. In such studies, researchers ask participants to lie or tell the truth and measure participants’ responses during lying and truth telling. For example, in a paradigm sometimes used, half of the participants have a set of headphones in their possession, whereas the other half of the participants do not (Vrij et al., 1997). All participants are subsequently interviewed by a police detective who asks them six standard questions about the possession of the headphones (‘Have you got the set of headphones in your possession?’, ‘You forgot to mention the set of headphones, didn’t you?’, ‘You don’t have to show me, but tell me exactly what you have in your pockets’, and so on). All participants are requested to deny the possession. This means that half of the participants have to lie, whereas the other half can tell the truth.
Laboratory studies have some advantages. Establishing the ground truth is not a problem in such a paradigm, as the researchers know who is lying (e.g. to whom they gave the set of headphones). Creating comparable truths is not an issue either, as the situation for liars and truth tellers is identical (except for the lying). Differences in responses between both groups of participants can therefore be attributed to the deception involved. However, there are problems in laboratory studies too. For example, the deception involved might not be realistic. Participants are asked to lie for the sake of the experiment, and, unlike the case in many real-life situations, there are no real rewards for telling a successful lie, nor any punishment for being caught out (Malone and DePaulo, in press). In other words, how realistic are laboratory studies? What do they say about deception in real life?

Notice that deception research might raise ethical concerns. As signs of deception are more likely to occur when the deceiver experiences strong emotions (see Section 3), researchers typically want to induce emotions in their participants. This could be fear of getting caught (by introducing some form of punishment when they are caught), or strong motives to be successful (by offering money when they get away with their lies). Alternatively, participants are asked to lie or tell the truth about films which induce emotions (sometimes films of amputations are shown), or are brought into an interview setting which induces emotions (being interviewed by a police detective). Typically, the ethical principles of psychologists and codes of conduct of psychological associations state that participants in studies should not experience more distress in a study than can reasonably be expected in daily life. If researchers would like to induce more distress then they should justify this (I shall return to this issue later on; you may also like to look at Section 2.3 of Chapter 3 on how psychologists have studied the influence of stress on memory).

Summary  Section 2

- Deception can be defined as: *a successful or unsuccessful deliberate attempt, without forewarning, to create in another a belief which the communicator considers to be untrue.*
- People tell both self-oriented lies (to appear better or to gain personal advantage) and other-oriented lies (to make others appear better or for another person’s benefit).
• Telling lies is a daily life event, which varies in quite complex ways according to the situation and the person being lied to.
• The conventional view that lying is necessarily bad has been questioned.
• There is some evidence that men and women tell different types of lie.
• In order to examine people’s responses while lying, both laboratory studies and field studies can be conducted. Both types of study have advantages and disadvantages.

3 Nonverbal behaviour and deception

3.1 Introduction

Activity 4.4

Without reading any further, list those nonverbal behaviours that you think reveal that someone is lying.

You might have written down ‘liars generally look away’, ‘liars fidget’ or ‘liars stutter’. These are, in fact, the three cues most often mentioned when people are asked how they think liars behave (Vrij and Semin, 1996). Or you might have written down other cues. What rarely happens is that people say ‘there are no cues to deception’ or ‘I don’t know’. Apparently, people generally believe that nonverbal cues to deception exist and that they ‘know’ which cues reveal deception. Are people correct in this assumption? We start this section by discussing how accurate people are at spotting lies.

Most research examining liars’ nonverbal responses has been carried out in laboratories. DePaulo et al. (2000) reported the results of 119 laboratory studies, whereas probably less than a handful of field studies have been conducted. In these laboratory studies, people lied or told the truth about beliefs and opinions, about personal facts such as the course they study, about videos or pictures they had just seen, or about the possession of an object. In others, participants were induced to cheat and then to lie about it, or were given the opportunity to take money and, if taken, to lie about this in a subsequent interview. See Box 4.1 for more details about a typical and classic deception design, devised by DePaulo and Rosenthal (1979).
4.1 DePaulo and Rosenthal’s (1979) experimental lie design

Participants were asked to take one minute to describe each of the following persons: someone they liked, someone they disliked, someone they felt ambivalent about, and someone they felt indifferent about (ambivalence was defined as strong feelings of both liking and disliking; indifference was defined as no strong feelings of liking or disliking). To elicit deception, participants were also asked to describe the persons they liked as if they really disliked them and to describe the persons they disliked as if they really liked them. The experimenter remained behind a one-way mirror and videotaped the descriptions. The participants were urged to try to be very convincing in all of their descriptions.

Researchers have examined a variety of different nonverbal behaviours, as shown in Box 4.2.

4.2 Nonverbal behaviours in deception research

- gaze aversion (looking away from the conversation partner)
- smiling (smiling and laughing)
- illustrators (hand and arm movements designed to modify and/or supplement what is being said verbally)
- hand/finger movements (movements of hands or fingers without moving the arms)
- self-manipulations (touching or scratching body, face, or hair, playing with objects)
- speech rate (number of spoken words in a certain period of time)
- pauses in speech (silent periods during speech)
- speech latency (period of silence between question and answer)
- speech fillers (use of the words ‘ah’, ‘um’, ‘er’ and so on)
- stutters (words and/or sentence repetition, sentence change, sentence incompletions, slips of the tongue, and so on)
- pitch of voice (as measured in hertz, also changes in pitch of voice, such as a rise or fall in pitch)

Before discussing to what extent the behaviours in Box 4.2 are related to deception, one more issue needs to be considered. The mere fact that someone lies will not affect his or her behaviour. However, liars may experience three different processes during deception, called ‘emotional’, ‘content complexity’ and ‘attempted behavioural control’ processes (Vrij, 2000), and each of these processes may influence a liar’s behaviour. Each process emphasizes a different aspect of deception and deceptive behaviour. However, the distinction between them is artificial. Lies may well feature all three aspects, and the three processes should not be considered as mutually exclusive.
3.2 The emotional process and nonverbal behaviour

The emotional process proposes that deception can result in different emotions. The three most common types of emotion associated with deceit are guilt, fear and excitement (Ekman, 1992). A liar might feel guilty because s/he is lying, might be afraid of getting caught, or might be excited about having the opportunity to fool someone. The strength of these emotions depends on the personality of the liar and on the circumstances under which the lie takes place (Ekman, 1992; Vrij, 2000). Guilt, fear and excitement may influence a liar’s behaviour. Guilt might result in gaze aversion because the liar does not dare to look the target straight in the eye while telling a lie. Fear and excitement might result in signs of stress, such as an increase in hand and body movements, an increase in speech fillers and stutters, or a higher pitched voice.

3.3 The impact of the content complexity process on nonverbal behaviour

The content complexity process emphasizes that lying can be a cognitively complex task (Vrij, 2000). Liars have to think of plausible answers, should not contradict themselves, should tell a lie that is consistent with everything which the observer knows or might find out, and should avoid making slips of the tongue. Moreover, they have to remember what they have said, so that they can say the same things when someone asks them to repeat their story. People engaged in cognitively complex tasks make more speech fillers and stutters, pause more, and wait longer before giving an answer (Goldman-Eisler, 1968). Cognitive complexity also leads to fewer illustrators and to more gaze aversion. The decrease in illustrators is due to the fact that a greater cognitive load results in a neglect of body language, reducing overall animation (Ekman and Friesen, 1972). Gaze aversion (usually to a motionless point in the distance) occurs because looking at the conversation partner distracts from thinking too much. It is easy to examine the impact of content complexity on movements and gaze aversion. Ask people what they ate three days ago, and observe their behaviour while they try to remember what they have eaten. Most people will look away and will sit still while thinking about the answer.

3.4 Attempted behavioural control and nonverbal behaviour

So far, the predictions of how liars behave have been straightforward. A liar may experience emotions and/or may find it difficult to lie, and this will result in behavioural signs of emotion and content complexity. However, the situation is more complicated than this. Liars may be afraid that several cues will give their lies away, and therefore will try to suppress such signs in order to avoid
getting caught. This is emphasized in the *attempted behavioural control process*. Hocking and Leathers (1980) argued that liars attempt to control their behaviour according to the cultural stereotype of liars. For example, if there is a widespread belief that liars look away, increase their movements and stutter, then liars will try to maintain eye contact, refrain from making too many movements and will try to speak fluently. When people try to do this, they sometimes tend to overcontrol themselves, with behaviour that looks rehearsed and rigid and speech that sounds too smooth as a result (DePaulo and Kirkendol, 1989). People’s efforts to make a convincing impression is called *impression management* (Krauss, 1981) – for an example of this see Box 4.3.

**4.3 Clinton's impression management**

Former US President Bill Clinton showed a clear example of impression management when he testified before the grand jury in 1998 about his alleged sexual affair with Monica Lewinsky. Betty Currie (who was Clinton’s personal secretary) had gone to Monica Lewinsky’s home to collect the presents she had received from Clinton. The question was whether or not Clinton instructed her to do this. This was an important question, as it would be a clear sign of ‘obstruction of justice’ if Clinton indeed gave such instructions. Prosecutor Kenneth Starr’s team asked Clinton twice whether he gave Betty Currie these instructions. Clinton denied doing so both times, but each time he showed remarkable behaviour. The first time, he denied quickly, even before the interviewer had completed his question. This is very uncommon for skilled politicians such as Clinton. Conversational rules tell us that you should not interrupt another, and politicians are very well aware of this rule. Clinton then showed rigid behaviour and looked straight into the camera (see photograph (a)). He even continued doing this during the period of silence that followed after his denial. It looks as if he expected more questions about this issue. However, more questions were not asked by Starr’s team at that time. Impression management became even more striking when the question was asked for the second time. While answering the question, Clinton shifted position and started to lean forward while denying having
given instructions to Betty Currie. Again he showed rigid behaviour and looked straight into the camera (see photograph (b)). His behaviour looked perhaps even more rigid than the first time. I am not saying that Clinton was lying during these two fragments – I am saying he really wanted to make an honest impression on Kenneth Starr’s team and the grand jury during that particular part of the interview. You can see this clip of Clinton’s testimony on the fOCUS CD-ROM.

**Activity 4.5**

Return to the list of nonverbal behaviours that you wrote for Activity 4.4, and to Box 4.2. Write down for each behaviour on your own list, or for any of the cues in Box 4.2, which of the three processes (emotional, content complexity and attempted behavioural control) the nonverbal behaviour is linked to.

### 3.5 The nonverbal behaviour of a liar

The fact that deception in itself does not affect someone’s behaviour, but that behavioural deceptive indicators are in reality signs of emotion, content complexity and attempted behaviour control, implies that deceptive behaviour may only become visible if a liar experiences one of these three processes. That is, if a liar doesn’t experience any fear, guilt or excitement (or any other emotion), and the lie is not difficult to fabricate, behavioural cues to deception are unlikely to occur. Most lies in everyday life fall into this category (DePaulo et al., 1996) and are therefore unlikely to reveal any behavioural signs. This also explains why false beliefs (introduced in Section 2.1) are difficult to detect: people are not afraid of getting caught, do not experience cognitive load (they have clear, although mistaken, memories of what happened), and they do not try hard to make an honest impression (there is no need to as they believe that they are telling the truth).

Figure 4.1 presents a schematic representation of nonverbal indicators of deception. After each behaviour is, in brackets, the number of studies in which the behaviour was examined (e.g. gaze behaviour was examined in 26 studies). The percentages refer to the percentage of studies which revealed an increase in the behaviour during deception (positive score) or a decrease in the behaviour during deception (negative score). Thus, a decrease in hand/finger movements was found in 70 per cent of the studies (7 out of 10 studies), whereas in none of the studies has an increase in hand/finger movements during deception been found. The term ‘indicator’ is somewhat misleading, as it suggests that deception is related to a unique pattern of specific behaviours. This is not the
case – there is nothing comparable with Pinocchio’s nose! It is simply not true, for example, that as soon as people start lying they raise an eyebrow, avert their gaze, develop a trembling voice, shuffle their feet or look away.

Despite the fact that there is no typical deceptive behaviour, some behaviours are more likely to occur during deception than others, particularly a decrease in hand/finger movements, a decrease in illustrators, an increase in stutters and an increase in pitch (see Figure 4.1). The higher pitched voice of liars might be the result of stress they experience (Ekman et al., 1976). However, differences in pitch between liars and truth tellers are usually very small and therefore only detectable with sophisticated equipment. The decrease in illustrators and hand/finger movements during deception might be the result of lie complexity: perhaps liars have to think hard, resulting in a neglect of body language. Another explanation is that liars, in an effort to make an honest impression, move very deliberately and try to avoid those movements which are not strictly essential, resulting in an unusual degree of rigidity and inhibition. The increase in stutters might be the result of liars having to think hard or being nervous.

Contrary to widespread belief, gaze behaviour is unrelated to deception (Vrij and Semin, 1996). Both the emotional process and the cognitive complexity process predict that liars would show more gaze aversion. However, it is in fact relatively easy for people to control their gaze behaviour (Ekman and Friesen, 1972).
3.6 Methodological difficulties in measuring nonverbal indicators in experimental studies

Scoring of behaviours

It might be that some indicators are overlooked by researchers because the scoring systems they use to measure the occurrence of behaviours are not detailed enough. For example, some researchers do not measure the frequency of occurrence of behaviours (how many times a person shows each behaviour) during lying and truth telling, but instead measure the duration of these behaviours (for how many seconds a person shows each behaviour). Measuring duration is generally not refined enough. Vrij (2000) found that researchers who measured duration did not find differences in illustrators between truth tellers and liars, whereas others who measured the frequency of occurrence did find differences. To date no researcher has presented an alternative scoring method which revealed more nonverbal indicators of deception than the ones mentioned in Figure 4.1, with the exception of Ekman in his research concerning smiles (see Box 4.4 opposite).

Subtle differences

Differences between liars and truth tellers are often very small (Vrij, 1994), and so it is important to score people’s behaviour in great detail. As mentioned earlier, lying is a daily life event. Most people are so practised and proficient in lying that they may be regarded as ‘experienced liars’ and we would therefore only expect weak links between nonverbal behaviours and telling lies. Weak links can also be predicted from an evolutionary perspective (Bond et al., 1985). Obvious cues to deceit would have been recognized by human perceivers long ago and therefore would no longer be worthwhile to pursue. Moreover, any accusation (‘I think that you are having an affair with your colleague’, ‘You drank alcohol during lunch time, didn’t you?’, ‘You are suspected of having assaulted your child’, and so on) might evoke similar emotions in both wrongdoers and those who are falsely accused (previously
Ekman and colleagues discovered that smiles are related to deception only when a distinction is made between felt and false smiles (Ekman et al., 1988). They found that truth tellers showed more felt smiles and liars more false smiles. Felt smiles include all smiles in which the person actually experiences a positive emotion and presumably would report that positive emotion. False smiles are deliberately made to convince another person that a positive emotion is felt whereas, in fact, it isn’t. Felt and false smiles produce slightly different facial muscle actions and the skilled observer is able to spot these differences (Ekman, 1992).

Felt smile
False smile

Raising the stakes

Perhaps the weak link found between lying and nonverbal behaviour is nothing more than an artefact. Critics often mention that in experimental laboratory studies the stakes (the positive and negative consequences of getting caught) are not high enough for the liar to elicit clear nonverbal cues to deception (Miller and Stiff, 1993). Indeed, the deceivers in DePaulo and Rosenthal’s (1979) study (see Box 4.1) faced a totally different situation from

described in relation to the ‘Othello error’). Wrongdoers might be afraid of getting caught, whereas those who are falsely accused might be afraid that they will not be believed by the accuser. Their behavioural responses might be similar.
liars in some real-life situations, such as a suspect in a police interview, a smuggler at an airport or a corrupt politician in a conversation with an interrogating journalist.

DePaulo and Rosenthal’s study is perhaps more realistic than might at first appear (Malone and DePaulo, in press). DePaulo’s diary study (see Section 2.4 above) showed that people most often lie about their feelings, such as feigning greater liking than one really does feel, as did the participants in DePaulo and Rosenthal’s study. Also, most daily lies, like those in experiments, are small lies of little consequence. In other words, many deception studies conducted in the laboratory do give an accurate insight into how people behave in the majority of everyday lies.

In order to raise the stakes in laboratory experiments, participants have been offered money if they successfully get away with their lies (Vrij, 1995). In other studies, participants are told that they will be observed by a peer who will judge their sincerity (DePaulo et al., 1985). The results are mixed. Some of those ‘high stake’ studies do reveal behavioural differences, but others don’t. However, when exposed to ‘high’ and ‘low’ stake lies, judges are consistently better at detecting high stake lies than at detecting low stake lies (Vrij, 2001).

The stakes in these experimental studies are still lower than those in certain real-life situations. Frank and Ekman (1997) therefore attempted to raise the stakes even further. In their study, participants were given the opportunity to ‘steal’ 50 dollars. If they could convince the interviewer that they had not taken the money, they could keep all of it. If they took the money and the interviewer judged them as lying, they had to give the 50 dollars back and also lost their 10 dollars per hour participation fee.

Moreover, some participants faced an additional punishment if they were found to be lying. They were told that they would have to sit on a cold, metal chair inside a cramped, darkened room labelled ominously ‘XXX’, where they would have to endure anything from 10 to 40 randomly sequenced, 110-decibel blasts of white noise over the course of one hour. These participants were given a sample of this punishment prior to engaging in the task. However, no participant who was judged to be lying actually received the punishment. Frank and Ekman found differences between liars and truth tellers, although they did not examine the behaviours listed in Figure 4.1. Instead, they measured and found differences between liars and truth tellers in the occurrence of facial expressions of fear or disgust. They could detect 80 per cent of truths and lies by looking for these emotions.
Although Frank and Ekman’s laboratory experiment might be a good example of a high stake study, it also raises serious ethical concerns. To what extent is it ethically acceptable to threaten people so much, just for the sake of an experiment? Also, the threat of punishment by the researchers was a form of deceit. It was never their intention to apply this punishment. Deceiving participants may be regarded as an unethical research practice, as it is in conflict with the standard of informed consent. People have the free choice whether or not to participate in a psychology study and psychology associations therefore require researchers to obtain the consent of their participants before research with these participants can proceed. Prior to a study, participants should be properly informed about the research so that they can make a well-considered decision whether or not to participate. In cases where they are deceived about the nature of the study, a well-informed decision cannot be made. Psychology associations typically state that psychologists should not deceive participants about ‘significant’ aspects of the study. However, they typically do not rule out deception altogether: deception is allowed if the potential benefits from the study can be demonstrated to outweigh the undesirability of deception. In practice, this leaves room for deception. The term ‘significant’ is vague and therefore open to interpretation, and the American Psychological Association, for example, ‘encourages its members to conduct a form of cost–benefit analysis to justify deception, weighing the benefits to science against the costs to the individual’ (Clarke, 1999, p.152).

3.7 Studying real-life nonverbal deception

Probably the best insight into deceptive behaviour in real-life situations will be obtained by examining people’s behaviour in such situations. One example of this approach is the work of Koper (in press) who examined video footage of 83 individuals who had publicly made statements that were subsequently revealed as deceptive, mostly by their own admission, but in a few cases based upon conclusive evidence. These included statements made by Ben Johnson (athlete), Richard Nixon (US president) and Oliver North (US army colonel). The results were remarkably similar to laboratory studies’ findings. For example, these people showed a decrease in illustrators while lying. Again, no difference in gaze aversion was found. Unfortunately, not much information is given by the author about the selection of truthful and deceptive statements, making it difficult to judge whether the truths were comparable with the lies.
Another problem that seemed to have occurred is that the truths selected by Koper generally succeeded the selected lies (initially a person denied an accusation and then subsequently admitted wrongdoing). In that case, truth telling/lying was confounded with order of presentation of the statement, making it impossible to determine the cause for behavioural differences between the statements. That is, instead of stating, as the author does, that the differences are caused by the fact that the person is lying or not (e.g. ‘compared with truth tellers, liars exhibited fewer illustrators’), one could equally argue that the difference is caused by the fact that the lie was the first statement and the truth the second (e.g. ‘compared with the person’s second statement, the first statement was associated with fewer illustrators’). Finally, as noted earlier, confessions (the criterion most often used to determine the ground truth) are not always a reliable criterion.

Well-known individuals involved in public deception: (a) Ben Johnson; (b) Richard Nixon; (c) Oliver North
Mann et al. (2001) attempted to overcome these methodological weaknesses. Behaviours of suspects during their interviews with police officers were examined. The interviews were videotaped and the tapes were made accessible to Mann and colleagues for research purposes. All suspects in the sample were suspected of serious crimes, such as murder, rape and arson (that was the reason for their being videotaped). Statements were subsequently classified as lies on the basis of conclusive evidence and Mann et al. were also able to select comparable truths from the videotape. Also, the selected deceptive statements sometimes preceded and sometimes succeeded the selected truthful statements.

To give an example of a comparable truth, one man who was suspected of murder (a case described in detail by Vrij and Mann, 2001a), was asked: ‘What did you do that day?’ (the day of the killing). The man gave a detailed account of his activities during the morning, afternoon and evening. The police checked every single detail the man had provided. Several independent witnesses (including his employer) could confirm his story about his activities during the morning, but no confirmation could be obtained about his alleged activities during the rest of the day.

After a couple of weeks, conclusive evidence revealed that he met the victim in the afternoon and killed her later the same day. His truthful statements (about the morning) and deceptive statements (about the afternoon and evening) are comparable as there is no reason why someone should show different patterns of behaviour during these two periods of day.

The findings are remarkably similar to those found in laboratory studies. For example, while lying, the suspect made fewer illustrators and made more stutters (Vrij and Mann, 2001a). This is perhaps not surprising. One should keep in mind that liars in both experimental studies and in real-life situations may have to think hard while lying, may try to make an honest impression on others, and may be afraid of getting caught.

3.8 Sex and age differences in nonverbal behaviour and deception

Activity 4.6

Do you think that (1) males and females, and (2) children and adults, differ in their nonverbal behaviour when attempting to lie? If you think they do, list the differences that you think might exist.
Perhaps not surprisingly, no sex differences have been found in nonverbal cues to deception (DePaulo et al., 2000). After all, there is no reason why emotional, content complexity and attempted behavioural control processes would differ between males and females while they are lying.

With regard to age, not much research has been conducted to date regarding children’s deceptive behaviour. For ethical reasons, it is not easy to conduct child deception research. In order to examine children’s deceptive responses in laboratories, they should be requested to lie. This creates ethical concerns, especially when the children are very young. In child deception research two paradigms are popular. In one paradigm (Lewis et al., 1989), children are not requested to lie, but spontaneous lies are elicited instead. For example, before the experimenter leaves a child alone in a room, the child (sometimes as young as two years old) is instructed not to peek at a toy which is located behind him or her. Results of those studies show that most children do peek (their behaviour is secretly observed from a different room). After a while the experimenter comes back and asks the child whether or not he or she did peek. Most children in these studies denied that they have peeked and thus lied. In the second paradigm (Feldman et al., 1979), children are asked to lie, but these lies are common white lies. Children taste two beverages, one drink is a pleasant tasting sweetened grape drink and the other drink is an unpleasant tasting unsweetened grape drink. After each sip the child is instructed that they should pretend to like (or dislike, depending on the experimental condition they are in) both drinks in order to ‘fool’ the interviewer in a game-like situation.

Not many researchers scored the actual nonverbal behaviours shown by the children in these studies. A recent review included only four studies (Vrij, 2002). Children younger than 9 years old showed less smiling, longer and more frequent pauses, more self-manipulations and more illustrators while lying. It seems that children’s deceptive behaviour better fits with the Western stereotype than adults’ deceptive behaviour does, although gaze aversion was not a reliable cue to deception even in these young children.

So far, this section of the chapter has revealed that clear-cut nonverbal indicators of deception do not exist. This is in contrast to the stereotypical Western view that liars typically look away and fidget. The remaining part of the section deals with the issue of how good people are at spotting lies while paying attention to someone’s nonverbal behaviour.
3.9 Detecting lies by looking at someone’s nonverbal behaviour

In scientific studies concerning detection of deception, observers are typically given videotaped or audiotaped statements of a number of people who are either lying or telling the truth. Statements of liars and truth tellers are usually taken from participants in laboratory studies, so that there is no uncertainty about the ground truth regarding these statements. After each statement observers are asked to judge whether the statement is truthful or false. In Figure 4.2 the first set of data (‘Nonverbal behaviour’) presents the percentages of lie detection (the ‘accuracy rate’), derived from Vrij’s (2000) review of 39 studies. Included are studies in which the judges were college students who tried to detect lies and truths told by people they were not familiar with. (The results for ‘CBCA’ and ‘Control Question Test’, which are included for comparison, will be discussed later in the chapter.)

Figure 4.2

The total accuracy rate was 56 per cent, which is a low score as 50 per cent accuracy would be expected by chance alone (guessing whether someone is lying or not gives a 50 per cent chance of being correct). Figure 4.2 further shows that people are to some extent capable of detecting truths (i.e. correctly judging that someone is telling the truth: 67 per cent accuracy rate) but particularly poor at detecting lies (i.e. correctly judging that someone is lying: 44 per cent accuracy rate). In fact, 44 per cent is below the level of chance. In other words, people would be more accurate at detecting lies if they simply guessed!

It could be argued that college students are not habitually called upon to detect deception. Perhaps professional lie catchers, such as police officers or
customs officers, would obtain higher accuracy rates than lay people. It might be that their experience in interviewing people and catching liars has had a positive influence on their skills in detecting deceit. In several studies professional lie catchers’ ability to detect lies was tested.

In a typical experiment (Ekman et al., 1999), professional lie catchers watched video clips of 20 people who gave a statement about a number of current controversial issues which either was their true opinion (truth) or an opinion opposite to their true opinion (lie). For each statement, the professional lie catchers were asked to indicate whether it was a truth or a lie. In most studies, the professional lie catchers’ accuracy rates were in the 45 per cent to 60 per cent range, which replicates what has been found in studies with college students. This suggests that professional lie catchers are no better at detecting deception than college students.

DePaulo and Pfeifer (1986) and Ekman and O’Sullivan (1991) directly tested this idea by including both lay persons and professional lie catchers as observers in their experiments. DePaulo and Pfeifer (1986) found that police officers were only as successful as college students in detecting deception (52 per cent and 54 per cent accuracy rates respectively). Ekman and O’Sullivan found that police officers (56 per cent accuracy) and polygraph examiners (56 per cent accuracy) obtained similar accuracy rates to college students (53 per cent accuracy), although members of the Secret Service (64 per cent accuracy) were better at detecting lies than college students. The latter finding suggests that some groups of professional lie catchers are better at detecting lies than others, a finding which was supported by a study conducted by Ekman et al. in 1999. The participating US Federal officers (police officers with a special interest and experience in deception and demeanour) and sheriffs (police officers identified by their department as outstanding interrogators) were considerably better at detecting lies (73 per cent and 67 per cent accuracy respectively) than mixed law-enforcement officers (officers who had not been chosen for their reputation as interrogators), who had 51 per cent accuracy.

Moreover, DePaulo and Pfeifer (1986) investigated how confident observers were in the decisions they made. They found that police officers were more confident than students, which suggests that being a professional lie catcher may increase confidence in the ability to detect deceit, but does not increase accuracy. Allwood and Granhag (1997) pointed out that the tendency to be overconfident is not unique to police officers, but that this is common amongst many different groups of professionals.

In some studies, individual differences in police officers’ lie detection skills were examined. All these studies found that some officers were better lie detectors than others. Researchers have only just started to investigate what makes someone a good or poor lie detector. Ability to detect deceit is unrelated to age and gender, and, remarkably, unrelated to experience in interviewing
suspects. Vrij and Mann (2001b) found that those officers endorsing popular stereotypical views on deceptive behaviour, such as ‘liars look away’ and ‘liars fidget’ were the poorest lie catchers. Perhaps good lie detectors employ less rigid rules than poor lie detectors. In their study with undergraduate students as lie detectors, Frank and Ekman (1997) found that good lie detectors are also good at spotting facial **micro-expressions** of emotions.

Ekman has argued (Ekman, 1992; Ekman et al., 1988) that high-stake lies may result in fraudulent facial emotional expressions, so-called ‘micro-expressions’ – time-reduced remnants of interrupted or inhibited facial muscular movements (Ekman and Friesen, 1974, p.289). These are facial expressions that are displayed for only a fraction of a second but clearly reveal the liar’s true feelings before being quickly covered with a false expression. Ekman also argues that fake facial expressions differ from genuine expressions (e.g. see discussion of false and felt smiles, in Section 3.6 above). The majority of the observers to whom lies are directed are unlikely to pick up on such subtle changes and therefore liars are able to mask their true feelings quite successfully.

How realistic are these detection of deception studies? Clearly, there are differences between lie detection in scientific deception studies and lie detection in real life. For example, when police officers try to detect lies in real life there is more at stake for the liars, probably making it easier to catch the liars, because the three processes (emotional, content complexity, and attempted behavioural control) are likely to be more profound in these liars. Indeed, as we saw earlier, judges are better at detecting truths and lies when the stakes for the liar are high. However, this does not imply that detecting high stake lies is always easy. For example, in Vrij and Mann’s (2001b) study, police officers watched videotaped press conferences of people who were asking the general public for help in finding their relatives or the murderers of their relatives. Some of them lied during these press conferences and were subsequently found guilty of killing the people they were appealing about. The accuracy score in this study (51 per cent) was not impressive either, suggesting that even liars who tell serious lies may get away with their deceit.

Also, in real life police officers can actually interview the suspect. Police officers, judges and prosecutors believe that it is easier to detect lies in real interviews than when they are watching a video (Granlag and Strömmwall, 2001). However, researchers have compared the accuracy scores of interviewers who interviewed potential liars with those of observers who watched the interviews but did not actually interview the potential liars. The researchers found that observers were in fact more accurate in detecting truths and lies than interviewers were (Feeley and deTurck, 1997). Interviewers seemed to be more inclined to believe that the interviewees were telling the truth than observers (Feeley and deTurck, 1997), a phenomenon which is known as a **truth-bias**. In other words, interviewers are reluctant to accept that...
some people are convincing liars and are able to fool them. Such reluctance to believe that they might be fooled hampers lie detection. (See Chapter 7 of Book 1 for a discussion of other biases in our judgements about people).

3.10 Issues influencing nonverbal lie detection

Numerous factors affect observers' lie detection, including the following key issues:

- the ‘wrong’ cues
- the misleading power of the face
- young liars
- detecting lies across cultures
- familiarity with the liar
- the motivated lie detector
- implicit lie detection (‘don’t even think about it’).

The ‘wrong’ cues

An important factor is that observers seem to have incorrect beliefs about how liars behave. Vrij (2000) reviewed more than 40 studies examining people’s beliefs about deceptive behaviour. These studies were carried out in various countries, including the USA, the UK, Germany, and the Netherlands, and with a variety of observers, including lay people, police officers and customs officers. Despite the variety in location and observers, the findings were highly similar. It appears that there is common understanding, at least amongst people from these countries, about how liars behave. Results showed that observers associate deception with a high-pitched voice, many speech fillers and stutters, a slow speech rate, a long latency period, many pauses, gaze aversion, a lot of smiling and many self-manipulations and illustrators. Vrij and Semin (1996) found that an increase in gaze aversion and an increase in speech disturbances (fillers and stuttering) were the most popular stereotypes with almost 80 per cent of the observers (both lay people and police officers) endorsing them. All these behaviours are indicators of either nervousness or cognitive load. Apparently, the stereotypical belief is that liars are nervous and/or have to think hard, and will behave accordingly. As we saw earlier, most of these behaviours (such as gaze aversion) are not related to deception or are related to deception in a different way (for example, illustrators tend to decrease during deception and not to increase). To what extent do your own ideas (Activities 4.4 and 4.5) resemble the stereotypical belief?

There are at least two reasons why people have such poor insight into deceptive behaviour. First, people can be misled by perceptions based on their own behaviour. Vrij et al. (2001) investigated participants’ behaviour while lying and truth telling. They also asked the participants afterwards to indicate how
they thought they behaved when they lied and when they were telling the truth. Results showed that participants had poor insight into their own behaviour and thought that they responded more stereotypically while lying (showing gaze aversion, an increase in movements, and so on) than they in fact did. In other words, it seems that during lie detection observers look for cues they mistakenly believe they themselves show while lying.

Second, people, including police officers, are taught to look for the wrong cues. In their influential manual *Criminal Interrogation and Confessions*, Inbau *et al.* (1986) describe in detail how, in their view, liars behave. This includes behaviours such as showing gaze aversion, displaying unnatural posture changes, exhibiting self-manipulations and placing their hand over their mouth or eyes when speaking. They based their view on their extensive experience with interviewing suspects. However, none of these behaviours are found to be reliably related to deception when investigated in deception research. Nor do Inbau and his colleagues provide empirical evidence for their claims.

In their deception detection study, Kassin and Fong (1999) trained half of their participants to look at the cues Inbau and colleagues claim to be related to deception. Although more confident in their ability to detect deceit than a control group who did not receive training, these trained judges actually performed worse in lie detection (46 per cent accuracy) than the control group (56 per cent accuracy).

The misleading power of the face

Zuckerman *et al.* (1981) presented research findings examining people’s ability to detect lies while paying attention to different ‘channels’; that is, when they pay attention to facial cues only, body language only, words only, or to combinations of channels, such as face plus body, body plus words plus voice, total picture, and so on. Results revealed that people became worse at detecting truths and lies as soon as facial cues were made available to them, clearly demonstrating the misleading power of facial information. A plausible explanation is that lie detectors pay particular attention to eye movements (gaze aversion), and as this behaviour is not actually related to deception they get fooled.

Young liars

When I ask people whether they can detect lies, they commonly answer: ‘at least in my children I can’. You would probably expect, however, that with increasing age, children will become better liars. Vrij (2002) reviewed studies examining adults’ ability to detect children’s lies and found that this is indeed the case. However, one should not think that it is particularly easy to spot children’s lies. Most studies only revealed modest accuracy rates, rarely higher
than 60 per cent, although, in general, parents are better than other adults at detecting their own child’s deception.

In their experiment, Vrij and van Wijngaarden (1994) examined the effect of young liars’ personality on judges’ decision making. Adult observers watched 74 video recordings of children who each tasted a drink and then lied or told the truth about whether or not they liked the drink. For each video recording the observers had to indicate whether the child told the truth or lied. To investigate the social skills of the children, teachers were asked to fill out a social skills questionnaire for each of their pupils. Their findings demonstrated a *demeanour bias*. Introverted and socially anxious children showed a dishonest demeanour bias and were more often judged to be deceptive than were the other children, regardless of whether they were lying or not (see Chapter 5 of Book 1 for a discussion of introversion). Demeanour biases have been found previously in research with adults as well. Some individuals’ nonverbal behaviour gives the impression that they are telling the truth (honest demeanour bias), whereas others’ natural behaviour leaves the impression that they are lying (dishonest demeanour bias), regardless of whether they are actually lying or telling the truth (Riggio *et al.*, 1988). *Expressive people*, for example, exude credibility regardless of the truth of their assertions. It is not that they are particularly skilled at lying, but that their spontaneity tends to disarm suspicion, which makes it easier for them to get away with their lies (Riggio, 1986).

*Introverts* and *socially anxious* people, on the other hand, are said to impress others as being less credible. The social clumsiness of introverts and the impression of tension, nervousness or fear that is characteristic of socially anxious individuals are interpreted by observers as indicators of deception.

**Detecting lies across cultures**

Cross-cultural lie detection is prone to judgement errors. Nonverbal behaviours are culturally determined and do differ across cultures. For example, looking into the eyes of the conversation partner is regarded as polite in Western cultures but is considered to be rude in several other cultures (Vrij and Winkel, 1991). Afro-American people display more gaze aversion than white American people do, and people from Turkey and Morocco who are living in the Netherlands show more gaze aversion than native Dutch people do. In the Netherlands, Vrij and Winkel investigated the nonverbal behavioural patterns of white native Dutch and black Surinam citizens (citizens originating from Surinam, a former Dutch colony, but now living in the Netherlands) during simulated police interviews (Vrij and Winkel, 1991). Both a Dutch and a Surinamese interviewer were used, but this had no impact on the findings. Amongst other differences, Surinam people made more speech disturbances (speech fillers and stutters), exhibited more gaze aversion, smiled more often
and made more self-manipulations and illustrators, regardless of whether they were lying or not. These behaviours show an overlap with the stereotypical view of liars' behaviours described earlier (Vrij and Semin, 1996), suggesting that typical ‘Surinam’ behaviour in experiments in Holland corresponds with behaviour that could be interpreted as indicating deception by native Dutch observers. This gives rise to possible cross-cultural nonverbal communication errors during cross-cultural police interviews. That is, nonverbal behavioural patterns that are typical for Surinam people in these settings may be interpreted by native Dutch observers as revealing attempts to hide the truth. This idea was tested in a series of experiments. Videotapes were made of simulated police interviews in which native Dutch and Surinam actors participated. Different versions were made of each interview. The actors showed typical ‘Dutch’ behaviour in one version of the interviews (for example, showed a moderate amount of gaze aversion) and typical ‘Surinam’ nonverbal behaviour in another version of the interviews (showed more gaze aversion). Dutch white police officers were exposed to one version of each interview and were asked to indicate to what extent the man made a suspicious impression. The outcomes are presented in Figure 4.3.
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**Figure 4.3** The cross-cultural nonverbal communication error (the scores indicate the degree to which the behaviours were judged to be suspicious)
(Source: derived from Vrij et al., 1991; Vrij and Winkel, 1992, 1994)

Ethnic background did not have an impact on police officers’ impression formation. That is, they found native Dutch ‘suspects’ as suspicious as Surinam ‘suspects’. However, suspects consistently made a more suspicious impression when they showed ‘typical Surinam behaviour’ than when they exhibited ‘typical Dutch behaviour’. These findings support the prediction that cross-cultural nonverbal communication errors can occur during cross-cultural police interviews, and that nonverbal behavioural patterns that are typical for one
ethnic group can be misinterpreted as signs of deception by observers from other ethnic groups.

Familiarity with the liar

In most studies concerning the detection of deception, observers are asked to detect lies told by people they do not know. In daily life, many situations involve detecting lies told by people with whom we are familiar. It seems reasonable to suggest that it should be easier to detect lies in people we know than in strangers. For example, we are more familiar with the normal behaviour of people we know, and should therefore be able to detect even minor changes in their behaviour. Research has consistently indicated that people become better at detecting truths and lies when they are familiar with the truthful behaviour of the person they have to judge. For example, Feeley et al. (1995) showed some observers video fragments of truthful communications of the people they had to assess later in the lie detection task. Their accuracy rates were significantly higher (72 per cent) than the accuracy rates of observers (56 per cent) who were not exposed to the truthful communications prior to the lie detection task.

Perhaps surprisingly, there is no evidence to support the assumption that it is easier to detect lies in lovers than in strangers. It has been argued that this is because, as relationships become more intimate, partners develop a strong tendency to judge the other as truthful, the so-called relational truth-bias heuristic (Levine et al., 1999; see Chapter 7 of Book 1 for a discussion of heuristics). McCornack and Parks have developed and tested a model to explain this (described in Levine and McCornack, 1992). As soon as the relationship between two people intensifies, they will become more confident that they can detect each other’s lies (‘I know the other person very well, I am able to tell whether he or she is lying’). High levels of confidence will then result in the belief that the other person probably would not dare to lie (‘S/he had better watch out, I will detect every lie s/he tells me’). This will result in putting less and less effort into trying to discover whether someone is lying (‘I don’t have to worry that much, s/he does not lie to me anyway’) (Stiff et al., 1992). The less effort someone puts into trying to detect deceit, the easier it will be to dupe that person.

These findings seem to contradict the findings of DePaulo and Kashy’s (1998) diary study. They found that lies told to people to whom individuals felt close were more often discovered than lies told to people to whom they did not feel close. A possible explanation for this is that in experimental studies (such as those conducted by McCormack and by Levine), the observers could not verify the stories told by their partners and thus primarily had to focus on their partner’s nonverbal behaviour in order to detect lies.
However, in real life, people are not restricted to observing someone’s behaviour – they often have the opportunity to check whether what people say is actually true. It may well be that the participants in DePaulo and Kashy’s study discovered the lies told by people to whom they felt close by actually checking the information given by these liars. Liars may realize that their partners do this. Also, liars tend to tell different types of lies to their partners than to people they know less well (Metts, 1989).

As mentioned earlier, the majority of lies that people tell are outright lies. However, people are much less likely to tell outright lies to their partners, as they believe that the risks are too high and that the partner will eventually find out that they are lying. Moreover, they can expect repercussions as soon as the lie is detected; also, how do they explain to their partner that they lied to them? Lies told to partners are therefore usually subtle lies, such as concealments. This type of lie is usually difficult to detect, because the liar does not reveal information that can be checked. The lie is also easier to justify if it emerges. It is always possible for liars to say that they simply forgot to tell their partner the information, or to say that they did not mention the information before because they did not realize that their partner was interested in it, and so on.

Anderson et al.’s (2000) study used a different research design from previous studies. All previous studies used a ‘between-participants’ design: people had to detect truths and lies in either strangers or friends/lovers. Anderson et al. (2000) carried out a longitudinal study (see Chapter 1 of Book 2 for a discussion of the longitudinal method) using a ‘within-participants’ design of same-sex pairs (males–males and females–females). In the first month of their psychology course, pairs of students who had only recently become friends (and therefore could be considered almost ‘strangers’) had to detect truths and lies told by each other (the truths and lies were contrived for the experiment). They were asked to do this again five months later (it was assumed that by this time the friends knew each other better). As the relationship progressed, female students, but not male students, became better at detecting lies. Apparently, females, but not males, became increasingly insightful about their friend’s deceptiveness. These findings seem to challenge previous findings that the ability to detect deceit is unrelated to sex.

The motivated lie detector

Sometimes lies are not detected because observers do not want to detect them, as they judge it to be not in their best interest to learn the truth. People generally like it when others compliment them about their body shape, their hairstyle, the way they dress, what they have achieved, and so on. So why bother trying to discover whether those who make these compliments actually mean what they are saying? Also, more serious lies remain undetected for the same reason. A spouse will not always try to find out whether his partner is
having an adulterous affair. As soon as a husband tells his adulterous wife that he has found out about her and her lover, she may feel compelled to choose between him and the other man, possibly resulting in a divorce, which may be something he does not want. Hence, communicating what he has discovered may have undesirable consequences for him and, on realizing this, he may decide not to investigate this issue. However, in other daily life situations and in experimental studies the situation is different and people do want to detect lies. If in those situations people try harder, do they then get better? The evidence seems to suggest that the answer is no. When DePaulo et al. (1999) compared studies in which no special incentives were offered to judges with those in which incentives (for example money) were given, they found that judges who were given some extra reason to try harder actually did worse.

Implicit lie detection (‘don’t even think about it’)

There is evidence that people know more about deception than it appears they do when they are asked directly whether they think someone is lying (DePaulo, 1994). For example, in some studies, observers watched video fragments of people who gave truthful or deceptive descriptions of other persons they liked or disliked (see Box 4.1 for more information about this procedure). Observers were asked to detect deception both in a direct way (‘Is the person lying?’) and in an indirect way (‘Does the speaker sincerely (dis)like the person s/he just described?’). These studies found greater accuracy on the indirect measures (Anderson et al., 1999). This might be explained in terms of conversation rules which regulate politeness. Observers are often unsure as to whether someone is lying to them. In such instances it may be impolite, or undesirable, to accuse someone of being a liar, but it might be possible to challenge the words of a speaker more subtly. In other words, it is more difficult to say ‘I do not believe you like that person’ than to say ‘Do you really like that person so much?’.

Alternatively, people might look at different cues when detecting lies than when applying an indirect method. In Vrij et al.’s (in press) study, police officers watched a number of videotaped interviews with truth tellers and liars. Some participants were asked whether each of these people was lying, others were asked to indicate for each person whether that person ‘had to think hard’ (they were not informed that some people were actually lying). Police officers could distinguish between truths and lies, but only by using the indirect method. Moreover, only in the indirect method did they pay attention to the cues which actually discriminated between truth tellers and liars on the videotape, such as a decrease in hand movements.
Summary Section 3

- Typical deceptive behaviour does not exist, but emotions, content complexity and attempted behavioural control may affect a liar's behaviour.
- Examining high stake lies is difficult, as they cannot be introduced in laboratory studies for ethical reasons.
- Both lay persons and professional lie catchers are generally not good at detecting lies when they observe someone's behaviour. However, the studies on which this conclusion is based have methodological limitations.
- Several factors affect lie detection, including people's tendency to rely on cues that are unreliable.
- There are individual differences in the ability to detect deceit. Researchers have only just begun to investigate what makes someone a good lie detector.
- There is evidence that people know more about deception than it appears, and that they might become better lie detectors if they try to detect lies in an indirect way.

4 How liars phrase their lies

4.1 What verbal cues do we expect?

For decades, psychologists have looked at verbal criteria that might distinguish truths from lies. Statement validity assessment (SVA) is the most popular technique to date for measuring the veracity of verbal statements. The technique has been developed in Germany to determine the credibility of child witnesses' testimonies in trials for sexual offences. It is perhaps not surprising that a technique has been developed to try and verify if sexual abuse has taken place with a child. It is often difficult to determine the facts of a sexual abuse case, as there is often no medical or physical evidence. Frequently the alleged victim and the defendant give contradictory testimonies and there are often no independent witnesses to say what has happened. This means that the perceived credibility of the defendant and alleged victim are important. The alleged victims are in a disadvantageous position if they are children, as adults have a tendency to mistrust statements made by children (Ceci and Bruck, 1995). To date, SVAs are accepted as evidence in criminal courts in several countries, such as Germany, the Netherlands, and the USA.
The SVA method has been developed through German psychologists’ clinical experience (rather than via experimental research) since the 1930s. The first comprehensive description of SVA was published by Undeutsch (1967) in German. SVA was further developed and refined by Steller and Köhnken who published an English (and final) version in 1989.

One part of SVA is what is known as criteria-based content analysis (CBCA), the systematic assessment of the credibility of a verbal statement. In order to extract a statement, children are interviewed following a ‘structured interview’ procedure. Strict guidelines for interviewing children have been laid down in recent years (Bull, 1998). They include the importance of building a good rapport with the child, endeavouring for as full a free narrative regarding the event as possible (particularly important for SVA), and questioning that begins with very open-ended questions and becomes increasingly narrowed to obtain more specific details. However, each statement must stand up in a court of law and therefore should contain a minimal number of leading questions (see Chapter 3 on witness testimony).

SVA interviews are audiotaped and then transcribed for CBCA. The assessment takes place on the basis of these written transcripts, with 19 criteria used in the assessment. Trained evaluators examine the statement and judge the presence or absence of each of the 19 criteria. The presence of each criterion in the statement enhances the quality of the statement and strengthens the hypothesis that the account is based on genuine personal experience. This idea was originally stated by Undeutsch (1967), and is therefore known as the Undeutsch Hypothesis (Steller, 1989).

Activity 4.7

What criteria would you look at when trying to decide whether a statement of a child is truthful? Try to write down three criteria you might consider relevant, such as the statement length, amount of detail or structure, and so on. Would you use the same criteria in evaluating the truthfulness of adult statements?

Vrij (2000) gives a detailed overview of the 19 criteria used in CBCA assessments, some of which will be described here.

- First of all, observers look at the logical structure of the statement. This criterion is concerned with whether the statement fits together.
- A second criterion is unstructured production. Liars tend to tell their stories in a more chronological manner (this happened first, and then this, and then that, and so on), whereas truth tellers tend to give their account in unstructured and incoherent ways, particularly when they talk about emotional events. You might have experienced this yourself. You might remember that someone comes to you, clearly upset, and tells you what has
happened in a chaotic and incomprehensible way. In fact, the story can be so incomprehensible that you have to ask the person to sit down for a while, to calm down, have a cup of tea and tell you again exactly what has happened, beginning with the start of the event.

- A third criterion is the number of details mentioned in a statement. It is hypothesized that liars include fewer details in their accounts than truth tellers do. The type of details CBCA experts are looking for include:
  - ‘contextual embedding’ (does the statement contain details about times and locations?)
  - ‘reproduction of speech’ (did the interviewee recall literally what was said during the event?)
  - ‘unusual details’ (are there any details mentioned which are ‘odd’ but not unrealistic?)
  - ‘accounts of subjective mental state’ (does the statement include details about how the interviewee actually felt during the event?).

The criteria mentioned so far might differ between truth tellers and liars because it is believed to be too difficult for people to fabricate them (Steller, 1989). This is similar to the cognitive complexity approach described earlier. The other criteria are less likely to occur when people are lying, for motivational reasons (Steller, 1989), and are related to the attempted behavioral control approach described earlier. These criteria include:

- ‘spontaneous corrections’ (when the person spontaneously admits that the previous description was incorrect and modifies that description)
- ‘admitting lack of memory’ (spontaneously admitting to have forgotten some (crucial) details)
- ‘raising doubts about one’s own testimony’ (spontaneously admitting that the description sounds odd or implausible).

Liars will try to construct a report which they believe will make a credible impression on others, and will leave out information which, in their view, will damage their image of being a sincere person (Köhnken, 1999).

4.2 Do the predictions hold true?

In order to test whether the CBCA approach actually works and can discriminate between truthful and fabricated accounts, both field studies and laboratory studies have been conducted. In field studies, researchers have evaluated CBCA assessments in actual sexual abuse cases where the ground
truth is often based on confessions; that is, whether or not the person accused by the child of sexual abuse confessed to having committed the crime. To base the ground truth on a confession generates problems which I have already discussed. Laboratory studies have problems as well. In real life, CBCA assessments are made solely on statements given by alleged child victims of sexual abuse. In other words, this involves statements describing highly emotional events. Obviously, laboratory studies can never simulate those type of experiences. Many CBCA experts therefore believe that laboratory studies are of little use in testing the accuracy of SVAs.

Some authors describe CBCA as a technique solely to evaluate statements of children who are alleged victims in sexual abuse cases, as the technique is developed for this purpose (Raskin and Esplin, 1991). Others have advocated the additional use of the technique to evaluate the testimonies of suspects or adult witnesses who talk about issues other than sexual abuse.

What is your view on this? Do you think that deceptive statements made by children have a fundamentally different structure from deceptive statements made by adults? (What did you say in Activity 4.7?)

Vrij (2000) reviewed 17 studies related to CBCA. Twelve of the studies were laboratory studies, and in 9 of these the statements that were assessed were given by adults. As with nonverbal behaviour and deception, there is no typical deceptive verbal behaviour. That is, not all liars say certain things or avoid saying specific things. However, the criteria discussed above (with the exception of admitting lack of memory) are often found to be more present in truthful statements compared with deceptive statements (in both adults and children), supporting the Undeutsch Hypothesis.

Some researchers have reported accuracy rates, that is the number of correct classifications of truth tellers and liars based on CBCA assessments. Unfortunately, in only one of the field studies (see Box 4.5) were accuracy rates reported, so the scores are based solely on laboratory studies. The average accuracy rate in CBCA studies was about 70 per cent (see Figure 4.4; data for ‘Nonverbal behaviour’ and ‘Control Question Test’ are shown for comparison), with slightly higher scores for detecting truths (76 per cent) than for detecting lies (68 per cent). No differences in accuracy rates were found when assessing the statements of adults and children.
These accuracy rates are simply too low to justify CBCA assessments being used as the main piece of evidence in court. In particular, the substantial number of incorrect classifications of lies is worrying, assuming that they reflect how decisions in real life court cases are made. The incorrect decision to believe fabricated stories made by alleged victims would have serious consequences. Such an error could result in somebody who is innocent being falsely accused of a crime and may lead to an unjustified conviction in a case where a judge (or jury) based their decision on the opinion of the SVA expert. False convictions of innocent suspects are seen as serious mistakes in Western legal systems which are founded on the principle that it is better to acquit 10 guilty people than to convict one person who is innocent.

4.5  A field study with adult statements

Parker and Brown (2000) conducted a field study in which the SVA method was used in the assessment of the veracity of adult rape allegations. Each alleged victim was interviewed by specially selected and trained police officers, known as Sexual Offence Investigative Techniques officers. The transcripts were submitted to CBCA analyses. On the basis of 28 CBCA assessments, 88 per cent of the truthful and 92 per cent of the false reports were correctly classified. Even higher accuracy rates were found after the CBCA outcomes were reassessed following the validity checklist procedure (see Section 4.3 below for a description of this procedure).

Reporting on this field study, a UK newspaper, The Independent (31 October 2000), reported that a ‘lie-detector’ test to help uncover false allegations of rape is being developed. However, this might be something of an exaggeration.

First, description of the ground truth criteria is vague, which makes it impossible to check whether the ground truth had been satisfactorily established. For example,
cases were classified as ‘true’ on the presence of ‘convincing evidence of rape’ (no information is given as to what that means), corroboration in the legal sense and with a suspect being either identified or charged. These criteria might not be valid, as they might not be independent case criteria. For example, why has the suspect been charged? Perhaps the alleged victim gave a statement which sounded convincing enough for the prosecution to press charges. This is, however, no guarantee that the statement was actually truthful. Conversely, cases were classified as ‘unfounded’ when, for example, there were ‘substantial grounds to believe that the allegation has no basis in fact’ (Parker and Brown, 2000, p.241). Consider the following example. Suppose that, for whatever reason, the police officer who interviewed the alleged victim believed that the allegation was false. This might have affected the interview. The officer might not have put so much effort into encouraging the interviewee to recall all details she could possibly remember. A low CBCA score and ‘substantial grounds to believe that the allegation has no basis in fact’ would have been the result.

Second, the reported accuracy rates were based upon 28 adult rape allegations, although 43 cases were assessed in that study. So only partial results were reported. Perhaps these 28 cases were clear-cut cases, which might have inflated the CBCA accuracy scores.

Many CBCA experts would challenge the accuracy rates reported in Figure 4.4 by saying that they are merely based upon statements given by adults in unrealistic laboratory experiments. A realistic laboratory study (although not without ethical concerns) has been recently conducted by Tye et al. (1999).

In the first deception condition, a parent had taken a book which belonged to a student while their child (aged between 6 and 10) was watching. The theft occurred when the student was out of the room, leaving the child, his/her parent and two researchers behind. Later, when the child and parent were alone in the room, the parent asked the child to blame one of the researchers for the theft. After this instruction, the student (the owner of the book) returned and noticed that the book was missing. A dramatic scene then followed with the student becoming very stressed and asking the child if he or she knew who took the book. Regardless of the answer given by the child, the student told the group (child, parent and two researchers) that the police had been called and that no-one should leave the room because the police would want to talk to each person, starting with the child. A police officer then interviewed the child. Nine of the 16 children who were allocated to this condition accused the researcher of the theft and were therefore lying.

In a second deception condition the child did not see anyone take the book, but the book disappeared. The student then accused the parent of stealing the book. Later, when the child and parent were alone the parent asked the child to lie and to protect the parent from the allegations and to accuse the researcher of
stealing the book. In this condition, 11 of the 16 children did what they were told and accused the researcher of stealing the book. In the truthful condition, not the parent but a researcher had stolen the book while the child was watching. The researcher asked the child to keep the theft secret. Thirteen of the 16 children who were allocated to this condition nevertheless told the police officer in the subsequent interview that the researcher took the book. They were therefore telling the truth. The deceptive statements from the two deception conditions and the truthful statements from the truthful condition were assessed by CBCA evaluators who were blind to the actual experimental condition the child was allocated to. On the basis of these assessments, all false statements and 75 per cent of true statements were correctly classified. The CBCA evaluators performed better than a group of 115 lay people who classified 65 per cent of the true and about 50 per cent of the false statements correctly.

4.3 Problems with CBCA evaluations

Some people are highly critical about CBCA assessments and would like such evaluations to be abandoned as pieces of evidence in courts (Rassin et al., 1997; Ruby and Brigham, 1997). Indeed, it is possible to identify several problems concerning CBCA evaluations, and two of these will be discussed below.

Estimator variables

What CBCA score should be obtained in order to judge a statement as truthful? This question is impossible to answer, as CBCA is not a standardized test. A standardized test has clear norms, which gives the test psychological meaning and makes interpretation possible (Kline, 1993). An intelligence test is a standardized test. If a person obtains a score of 130, then we know that s/he is well above the average expected for that person’s age range. This is not the case with CBCA assessments. A child with a low CBCA score is not necessarily fabricating. Other factors (for example low mental capability of the child) may have influenced the CBCA outcome. Similarly, a child with a high CBCA score is not necessarily telling the truth (for example, the child might have been coached by a parent). Without any norms the meaning of a test score is impossible to gauge. Therefore, standardization of a test is essential. In an effort to standardize CBCA assessments, the validity checklist has been developed (Steller, 1989). This contains a set of topics which SVA experts address (such as ‘age of the child’, ‘cognitive abilities of the child’, and ‘susceptibility to suggestion’). By systematically addressing each topic, the evaluator can explore and consider alternative interpretations for the CBCA outcomes. The problem is how to determine the effect of those factors on the quality of the statement. For example, if a particular child is considered to be susceptible to suggestion in
normal daily life situations, how then do we determine that this child was also suggestible in the particular interview, and if so, to what extent has this affected the quality of the statement? This can never be determined, it can only be estimated, and the answers experts give are therefore not more than their own (substantiated) opinion. If two experts disagree about the truthfulness of a statement in German criminal cases, they often disagree about the likely impact of such factors (e.g. age, cognitive abilities of the child, susceptibility to suggestion) on that statement (Köhnen, personal communication). (See Chapter 3 for a further discussion of suggestibility and child witnesses).

One of the factors that influences the quality of a statement is the age of the child. CBCA studies have demonstrated that statements made by younger children include fewer criteria than the statements of older children (Vrij, 2000). Cognitive abilities and command of language develop throughout childhood, making it gradually easier to give detailed accounts of what has been witnessed. Being able to tell in detail what you have actually witnessed is one thing, being able to tell a convincing lie is another matter. Are young children capable of telling lies which sound convincing? It has been argued that as soon as children are able to consider the listener's mental state they will become better liars (Leekam, 1992). This idea is linked with the ‘theory of mind’ (see Chapter 2, Book 1 and Chapter 5, this volume). From that stage, children will realize that in order to lie successfully they must convince another of the veracity of a false statement (Oldershaw and Bagby, 1997). A girl who has broken a toy may simply accuse her brother of this transgression. She may also actually try to make her mother believe that her brother has broken the toy, for example by arguing that she is not strong enough to do this herself. Very young children might not be very skilful verbal liars.

Observational data in daily life settings have revealed that 4-year-olds’ lies typically take the form of one-word responses rather than the more sophisticated elaborations of older children and adults (Bussey, 1992). Polak and Harris (1999) conducted a ‘peek study’ similar to the study conducted by Lewis et al. which was described earlier. If children successfully want to conceal that they have peeked, they should do two things: (1) deny that they have peeked and (2) feign ignorance about what the object looks like that they have secretly observed. Polak and Harris’s findings showed that many 3- to 5-year-olds denied that they had peeked but did not feign ignorance about the object they had seen.

Cultural factors can also be influential. Ruby and Brigham (1998) examined cultural differences in verbal statements. In their laboratory study, both white American and African-American participants took part. They found that certain CBCA criteria were stronger predictors of truth for one ethnic group than for the other, and none of the criteria was a predictor of truthfulness for both ethnic groups.
No theoretical basis

The fact that SVA is a truth-verifying rather than a lie detection method is a second problem worthy of further discussion. This issue raises the question: ‘What is the truth?’ It is possible that witnesses believe that they have witnessed a particular event, and have detailed and vivid memories of this event, although the event may never have taken place. This phenomenon was earlier defined as ‘false beliefs’. These false beliefs, although untrue, are likely to achieve high CBCA scores. Also, a story might be true except for one important detail. Suppose that someone has been sexually abused and provides a rich account of his/her experiences, but misidentifies the perpetrator and accuses an innocent person of being the culprit. Such an account may lead to high CBCA scores (most of the statement is truthful) and might subsequently result in experts believing his/her story. If courts base their decisions on these evaluations, innocent people could be convicted.

The problems for CBCA evaluators in distinguishing between memories of real events and false beliefs might be caused by the fact that, in the development of SVA, psychological theories about memory were not taken into account (Sporer, 1997; Tully, 1999). In that respect, reality monitoring might be a useful additional tool in making truth assessments on the basis of verbal statements (Johnson and Raye, 1998). (See Section 3.2 of Chapter 8, Book 1 on the pliability of memory). The core of reality monitoring is the claim that memories of experienced events differ in quality from memories of imagined events. Memories of real experiences are obtained through perceptual processes and are therefore likely to contain, amongst others, perceptual information (visual details and details of sound, smell, taste, or touch). Accounts of imagined events are derived from an internal source and are therefore likely to contain cognitive operations, such as thoughts and reasonings (‘I can only remember my thinking about what my friend would like to have for a present’). Looking for these criteria might therefore be an aid to distinguishing between real experiences and false beliefs. Researchers have only just started investigating this.

Summary | Section 4

- Research findings have indicated that verbal statements of truth tellers and liars differ on several criteria which form the basis of criteria-based content analysis (CBCA).
- One problem of making statement validity assessments (SVAs) is that factors other than lying or telling the truth (e.g. age) might influence the quality of verbal statements.
- SVA has difficulty in distinguishing between lies and false beliefs, due to the fact that psychological theories about memory were disregarded in the development of the method.
What goes on in the liar’s body

5.1 The polygraph: how does it work?

Throughout history it has been assumed that the act of lying is accompanied by physiological activity within the liar’s body. For example, the Chinese used to force suspected liars to chew rice powder and then to spit it out. If the resultant powder was dry, then the person was judged to have been lying (Kleinmuntz and Szucko, 1984).

The modern way of detecting physiological activity in liars is by using a polygraph (from two Greek words, poly meaning ‘many’, and grapheo, ‘to write’). This is a scientific measuring device which can display, via ink pens on to charts or via a computer’s visual display unit, a direct and valid representation of various types of bodily activity (Bull, 1988). The most commonly measured activities are sweating of the fingers, blood pressure and respiration. The polygraph accurately records even very small differences by amplifying signals picked up from sensors attached to different parts of the body. In the typical use of the polygraph, four sensors are attached to the individual. Pneumatic gauges are stretched around the person’s chest and stomach in order to measure changes in the depth and rate of breathing. A blood pressure cuff placed around the bicep measures changes in blood pressure, and metal electrodes attached to the fingers measure sweating.

Using a polygraph to measure physiological activity when studying lying
The polygraph measures physiological activity and can record changes in these activities associated with arousal. It is assumed that liars will be more aroused than truth tellers. This may be the result of feeling guilty, or, and in a polygraph context more likely, because examinees will be afraid that the polygraph will detect their lies.

Polygraph tests are currently used in criminal investigations in countries all over the world, including Israel, Japan, and the USA (Lykken, 1998). In the UK, polygraph trials were recently conducted (with sex offenders) to establish the possible benefits of employing the technique (Wilcox et al., 2000).

The use of the polygraph is the subject of lively debate. Two leading scientific polygraph researchers, David Raskin (a supporter of the polygraph) and David Lykken (an opponent), have engaged for several decades in prolonged controversy over the reliability and validity of various polygraph tests. They have come into conflict in the scientific literature, as expert witnesses in court and as opponents in legal process against each other. More recently, others such as John Furedy and William Iacono (opposed to the polygraph) and Charles Honts (supporter of the polygraph) have taken over the Lykken–Raskin dispute.

There are several polygraph tests. The control question test (CQT) is the one most commonly used in criminal investigations, and is the test on which supporters and opponents of polygraph testing generally disagree.

People sometimes call a polygraph a lie detector, but this term is misleading. A polygraph does not detect lies, but arousal which may accompany telling a lie. As was the case with nonverbal behaviour and verbal behaviour, a pattern of physiological activity directly related to lying does not exist (Saxe, 1991). This puts the polygraph examiner in the same difficult position as other lie detectors: how to distinguish between arousal caused by ‘honest concern’ (for example because of being falsely accused) and arousal caused by deception.

The CQT compares responses to relevant questions with responses to control questions. Relevant questions are specific questions about the crime. A relevant question in a murder investigation could be: ‘On March 12, did you shoot Scott Fisbee?’ (Iacono and Patrick, 1997). Control questions deal with acts that are related to the crime under investigation, but do not refer to the crime in question. They are general in nature, deliberately vague, and cover long periods of time. They are meant to embarrass the suspects (both guilty and innocent) and to evoke arousal. This is facilitated by on the one hand giving the suspect no choice but to lie when answering the control questions, and on the other hand making it clear to the suspect that the polygraph will detect this lie. Examiners formulate a control question for which, in their view, a denial is deceptive. The exact formulation of the question will depend on the examinee’s circumstances, but a control question in an examination regarding a murder might be: ‘Have you ever tried to hurt someone to get revenge?’ (Iacono and
Patrick, 1997), where the examiner believes that the examinee did indeed hurt someone in his life.

Under normal circumstances, some examinees might admit this wrongdoing. However, during a polygraph examination they will not do this because the examiner will tell the examinee that admitting this would cause the examiner to conclude that the examinee is the type of person who would commit the crime in question and is therefore considered guilty. Therefore, the examinee has no other choice than to deny this earlier wrongdoing and thus to be untruthful in answering the control questions. Obviously, there is no way that an examinee can be found guilty for having committed a crime by answering control questions untruthfully. In this respect, the examiner’s statements are deceptive, which makes the test illegal in many European countries, including the UK where it is forbidden to lie to suspects.

The CQT is based on the assumption that control questions will generate more arousal than the relevant questions in the innocent suspect. First, the innocent suspect gives deceptive responses to the control questions but honest responses to the relevant questions. Second, because (1) the examiner puts so much emphasis on the control questions to which the examinee will respond deceptively, and (2) the examinee knows he or she is answering the relevant questions truthfully, the examinee will become more concerned with regard to his or her answers to the control questions. However, the same control questions are expected to elicit less arousal in guilty suspects than the relevant questions. A guilty suspect gives deceptive responses to both types of question, which in principle should lead to similar physiological responses to both types of question. However, relevant questions represent the most immediate and serious threat to the examinee, which will lead to a stronger physiological response than the control questions.

A typical CQT consists of about ten questions, of which three are relevant questions, three are control questions and four are filler items that are not used in chart interpretation (Iacono and Patrick, 1997). The set of ten questions is usually repeated three times. The CQT is typically applied in criminal cases in which all other evidence against the suspect is inconclusive. If an examiner concludes that the examinee has failed the CQT, a post-test interrogation typically takes place in which the examinee is pressured to confess. Examinees often do confess, thereby resolving a crime that otherwise possibly would have been unresolved.

This confession-inducing aspect of the CQT is considered very important. US government agencies justify the use of the CQT based on this utility (Iacono and Patrick, 1997). Do you think that this justifies introducing polygraph testing elsewhere?
Activity 4.8

Can you think of how one might beat the CQT polygraph test? Write down any suggestions and check against Section 5.3 in a moment.

5.2 The polygraph: does it work?

There is a lot of anecdotal evidence in favour of CQT polygraph testing. For example, *The Independent* newspaper reported on 11 October 1999 that polygraph trials in the UK, commenced after evaluations in the USA, showed that they were 97 per cent accurate at detecting deception. Obviously, whether or not the polygraph works should be tested utilizing valid and proper scientific tests. However, supporters and opponents of polygraph testing disagree on many issues, including which tests are valid tests of its accuracy. Scientific laboratory studies in polygraph testing often use a ‘mock crime’ paradigm (see Box 4.6 for an example). ‘Guilty participants’ are instructed to commit a mock crime and ‘innocent participants’ are told that they are suspected of such a crime. Both ‘innocent’ and ‘guilty’ participants are then submitted to a polygraph test.

4.6 A realistic polygraph study

A unique attempt to conduct a polygraph study in a realistic setting and maintaining certainty about the ground truth was made by Ginton et al. (1982). The participants in this study were 21 Israeli policemen who took a paper-and-pencil test that was presented as a requirement for a police course in which they were enrolled. They were asked to score their own tests, which provided an opportunity to cheat by revising their initial answers. However, the test answer sheets were chemically treated so that cheating could be detected.

It turned out that seven of the 21 participants cheated. Later, all 21 were told that they were suspected of cheating. They were offered a polygraph examination, and were told that their future careers in the police force might depend on the outcome of this examination. (The option to allow the police officers to refuse to take the test was realistic. In criminal investigations, taking a polygraph test is an option and not an absolute requirement for a suspect.) Although initially all 21 policemen agreed to undergo a polygraph examination, one guilty officer did not turn up for the actual examination, and two (one guilty and one innocent) refused to take the polygraph test. Three other guilty subjects confessed just before the polygraph interrogation, so the final sample included only two guilty and 13 innocent participants. The CQT was used, and the outcomes were moderately accurate. Both guilty officers were accurately detected. However, two of the 13 innocent officers were mistakenly judged to be lying.
These studies, which generally show favourable results for polygraph testing (although not 97 per cent accuracy!) are fiercely attacked by polygraph opponents. Amongst other things, they argue that the guilty participants have little incentive to try to beat the test (the consequences of being found guilty would not be serious, unlike real-life situations where conviction and imprisonment could be the result), and that innocent participants are unlikely to be concerned about the relevant questions, so that responses to control questions are not suitable for comparison (Iacono and Patrick, 1997).

Numerous field studies have been carried out to date, but they are also subject to debate. One issue is the extent to which studies are methodologically adequate. In their review, Iacono and Patrick (1997), opponents of polygraph testing, included three studies. So did Caroll (1991), another opponent, in his review. Honts and Perry (1992), supporters of polygraph testing, included ‘three recent studies’ in their review. Perhaps unsurprisingly, Honts and Perry’s (1992) review reported the most favourable outcomes. Saxe et al. (1985) attempted to provide ‘an objective description, to the extent that is possible, of current psychological knowledge of polygraph testing’ (p.356). They presented a review which was initiated by the US Congressional Office of Technology Assessment (OTA) to advise President Reagan about polygraph testing. They found 10 studies that met the OTA standards.

The results presented in Figure 4.5 are based upon a review by Vrij (2000) that included more CQT field studies than any previous review (including the 10 OTA studies). This review will not satisfy the polygraph critics as they will say that it includes some ‘improper’ studies in which the ground truth is not satisfactorily established. It should be noted that the ground truth in most of the studies which were included was confession-based (as was the case in the OTA review). However, given the fact that it is the most comprehensive review so far, it at least gives an accurate review of the results of field studies conducted to date. As can be seen in Figure 4.5, accuracy rates were 72 per cent for truths and 87 per cent for lies (data for ‘Nonverbal behaviour’ and ‘CBCA’ are shown for comparison). These accuracy rates are above the level of chance but too low to justify presenting polygraph outcomes as main evidence in courts.
Notice that because the suspect’s decision on whether or not to confess is sometimes based upon the polygraph outcome and not on their actual guilt or innocence (see Section 2.8), accuracy scores might be inflated. For example, if an innocent suspect who failed the polygraph test falsely confessed (in order to obtain a reduced sentence), then the incorrect polygraph outcome (guilty) will be classified as a correct decision by the researchers (because the suspect confessed). Alternatively, a guilty suspect who passed the polygraph test is unlikely to confess (due to the lack of evidence against him) and the case is likely to be dismissed due to a lack of sufficient evidence in this case. The incorrect polygraph outcome will not be noticed by the researcher because this case will not be included in the review since there is no confession.

5.3 Can suspects beat the polygraph test?

Polygraph test outcomes have potentially serious consequences for suspects, as they may eventually lead to their conviction. Examinees might therefore try to influence polygraph outcomes and try to produce physiological responses which may lead the examiner to conclude that they are telling the truth. Methods to achieve this are called ‘countermeasures’. It is probably easier for examinees to increase their arousal while answering control questions than to lower their arousal while answering relevant questions. Therefore, countermeasures are generally meant to increase arousal during control questions. Different countermeasures can be distinguished, such as foot tensing.
(pressing your toes against the sole of your shoe) while answering the control questions.

Reid and Inbau (1977) did not seem to worry about the effectiveness of countermeasures. They argued that it is highly improbable that countermeasures can succeed, because properly trained examiners would notice that the examinee is trying to fool them. However, several studies, some conducted by polygraph supporters, have shown that the use of countermeasures can be very effective in defeating polygraph tests, and that they sometimes remain unnoticed by polygraph examiners (Honts et al., 1994).

The most famous countermeasures test has probably been conducted by Floyd ‘Buzz’ Fay, a man who was falsely convicted of murder on the basis of a failed polygraph examination. He took it on himself to become a polygraph expert during his two-and-a-half years of wrongful imprisonment. He coached 27 inmates, who all freely confessed to him that they were guilty, in how to beat the control question polygraph test. After only 20 minutes of instruction, 23 of the 27 inmates were successful in defeating the polygraph examination (Kleinmuntz and Szucko, 1984).

You may wonder whether this case provides compelling evidence against the value of polygraph testing.

Summary Section 5

- A polygraph is a machine that can accurately measure changes in physiology associated with arousal within a person’s body.
- Changes in arousal during a polygraph test are expected to occur when a person is lying but may also occur when people are not lying.
- One crucial element of the CQT is to deceive examinees (about the importance of control questions) which makes the test illegal in the UK where it is forbidden to deceive suspects.
- Examinees are able to fool polygraph examiners by using countermeasures.
6 Conclusion

This chapter has discussed the extent to which people are able to detect lies by paying attention to someone’s behaviour, speech content and physiological responses. Results have demonstrated that observers are to some extent able to detect lies by paying attention to these aspects. However, mistakes in lie detection are inevitable. Will people ever become perfect lie detectors? Researchers continue their work to develop the foolproof lie detection test, but it seems unlikely that they will ever succeed. This is probably bad news for professional lie catchers, but perhaps not for others. Do we really want to know the truth all the time? It might well leave us with low self-esteem (Anderson et al., 1999), or a wrecked relationship (Sagarin et al., 1998). Professional lie catchers should keep in mind that a perfect lie detection test already exists: obtaining hard evidence which indisputably links the person to the suspected lie. However, this usually means that the police have to be out and about in order to find hard evidence, instead of measuring suspects’ responses inside the police station.

Further reading


This book offers an account of how facial expressions of emotion and other nonverbal cues can reveal deception, and provides guidelines on how to spot these cues.


This text offers an accessible and critical view on the use of the polygraph.


This book will provide more information about nonverbal, verbal and physiological indicators of deceit, and more about how to detect deceit.
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This chapter offers a review of psychological research and practice aimed at understanding and explaining autistic spectrum disorders (ASDs) and helping people who have them. The discussion ranges from problems of identification and diagnosis, through theoretical research into causes, to an evaluation of selected therapeutic approaches. The chapter highlights the diversity of perspectives that exist in this area. It draws on the personal testimony of people with autism and their families, as well as on more formal sources of evidence. It will be of relevance to all those who are interested in autism, whether from an academic, practical or personal perspective. The coverage is necessarily selective: it poses many questions for consideration, but does not claim to offer definitive answers.
Aims

This chapter aims to:

- provide an understanding of autistic spectrum disorders (ASDs)
- illustrate a range of theoretical and practical perspectives on this area and the links and contrasts between them
- consider the principles and problems of diagnosing autistic spectrum disorders
- highlight the theoretical and practical implications of treating autistic disorders as a spectrum
- emphasise the developmental trajectory of autistic spectrum disorders, and its implications
- outline and evaluate socio-cognitive and biological explanations of autistic spectrum disorders
- outline and evaluate a range of therapeutic and educational approaches, within an evidence-based framework.

1 Introduction

Christopher was born a normal, healthy baby, or so we thought ... Chris always preferred objects to people – his first smile was directed at the cat, always a firm favourite. The only time he really laughed was when tickled or thrown up into the air. At the time we didn't think anything was wrong. After our daughter, who was hyperactive and only slept a few hours here and there, we welcomed this placid little soul who never demanded anything.

At about 10 months of age a dramatic change came over our docile little boy. It was just as if somebody had turned on a switch. In the space of a week he crawled, walked and climbed – to the top of the wall units. He had absolutely no sense of danger and usually came down the quick way, head first ... By the time Chris was eighteen months old the speech that he had, disappeared ...

My sister-in-law ... was visiting and picked Chris up ... She said ‘Do you know, I can’t get this baby to look me in the eyes.’ It was only at this point that we realized that Chris had never looked us straight in the eyes.’

Alison was a happy, chubby, lively little girl, totally dependent on us for all her needs. Living in a world of her own, she took little notice of her surroundings, but was used to the routine we had formed. We noticed that she would constantly rock herself backwards and forwards, and seemed to get some sort of relief or comfort from this ... We also bought her a little rocking chair which she really loved, and because she responded to music, the radio used to please her, and the record player was in constant use.

(Betty Cole, 1987, p.3)

... to me it’s not the big misunderstandings, the ones you read about in books on autism, that has been most difficult. Like for example misinterpreting ‘Give me your hands’ and think they want you to chop them off.

What has been very confusing and often hurtful are the more subtle ones, the ones that no-one ever could explain. Like when someone said ‘It’s getting better’ or ‘Of course you will get that job’, and I thought this meant they actually knew this.

(Gunilla Gerland, 1997, p.15, writing about herself)

I must mention that the boy loved to watch the different calendars of different rooms and then recall the numbers. He also compared them. He thus spent a lot of time, gazing at the numbers. He wanted to know what they meant. He found a kind of pattern in them. He wondered how the figures bent and straightened up, curled and sometimes broke!

(Tito Mukhopadhyay, 2000, p.19, writing about himself)

These extracts are about children and adults with autism. If you know someone with autism, the descriptions may well be familiar. For those of you have not had such close contact, they are designed to give an initial insight into what it is like to have autism or a related condition such as Asperger’s syndrome (see Section 3.2 for a definition of this). One reason for including parental accounts is that parents can often pinpoint a particular moment in their child’s infancy at which they started to have anxieties. Another is that, even as they grow older, most people with severe forms of autism appear to lack the capacity for self reflection and the communication skills necessary to describe their own experiences. Though a few researchers (e.g. Grayson, 1997, p.231–42) believe that the communicative competence of profoundly autistic people is underestimated, impairments in this area are generally considered to be key
features of autism. The minority of individuals like Gunilla Gerland and Tito Mukopadhyay, who can describe the problem in their own terms, have played an invaluable role in enhancing understanding in recent years.

1.1 Key concepts for this chapter

The word autism comes originally from ‘autos’, the Greek word for ‘self’ and means, literally, being absorbed in oneself. In 1943, the psychiatrist Leo Kanner adopted the term to describe some of his child patients: they appeared isolated from the world, withdrawn from social contact, and most had severe intellectual difficulties (Kanner, 1943). Kanner became convinced that these and other features of the children’s behaviour reflected a syndrome, a specific disorder with a characteristic set of symptoms. Increasingly in recent years, the idea of an autistic syndrome has been elaborated to allow for a spectrum – a range or constellation of disorders reflecting slightly different patterns of symptoms, and collectively known as autistic spectrum disorders. The terms ‘autism’ and ‘autistic spectrum disorders’ (ASDs for short) will be used interchangeably throughout this chapter, as they are in much clinical work, as generic descriptions of this spectrum. Where the discussion deals specifically with the core or prototypical autistic syndrome, this will be referred to as classic autism; the terminology relevant to other sub-types of ASD will be introduced as necessary.

Despite individual variation in symptoms, ASDs are usually considered to involve a three-way pattern of impairment originally described by the psychiatrist Lorna Wing (Wing and Gould, 1979). This so-called triad consists of impairments in:

- reciprocal social interaction
- reciprocal communication
- scope and range of activities and interests

Figure 5.1 illustrates key symptoms in the three areas of the triad. The central triangle gives examples of non-triad skills that may accompany the impairments.

A consistent finding is that males are more likely to be affected by ASDs than females: the ratio ranges from 4:1 for classic autism to as much as 10:1 for ‘milder’ conditions within the spectrum. Book 2 Chapter 5 noted a similar male/female difference for dyslexia, and this is a typical feature of developmental disorders where communication is a central component.
1.2 Discussing people with autism

Research and clinical literature often refers to ‘autistic individuals’ or ‘autistic children’, terms that many, including people with autism themselves, see as undermining their humanity. The National Autistic Society (NAS) advocates the use of the terms ‘people with autism’ or ‘people with an autistic spectrum disorder’, and this chapter will use such terminology as far as possible.

However Clare Sainsbury, who herself suffers from an ASD, has written:

...I object to the insistence on using “people – first” language ... We are not people who “just happen to have” autism; it is not an appendage that can be separated from who we are as people, nor is it something shameful that has to be reduced to a sub-clause.

(Sainsbury, 2000, p.12)

Issues of ‘labelling’ are clearly complex ones: they were addressed in Book 2, Chapter 5 and will be further discussed in Section 2 below.
1.3 A framework for this chapter

The different perspectives explored in the chapter are linked by several explanatory threads:

- Theory-practice interplay
- Multi-disciplinary approaches
- Different levels of analysis
- Different kinds of evidence
- The question of ‘difference’

Each of these ‘threads’ is introduced briefly below.

**Theory-practice interplay**: The psychological work on autism discussed in this chapter represents a variety of professional perspectives that share the twin goals of establishing effective theoretical understanding, and of harnessing this understanding to provide effective support and therapy. The perspectives vary in their theoretical assumptions and in the extent to which they emphasize research or practical advances in diagnosis, therapy and education. As you will see, there is no clear-cut division between ‘pure research’ and ‘practical application’, and the narrative throughout the chapter highlights the close interplay between theoretical and applied activities.

**Multi-disciplinary approaches**: Theoretical and applied activities may involve the same people, or different individuals within one team. Such team work is therefore *multidisciplinary*. Autism can result in problems in family, school and social settings, as well as involving medical complications such as epilepsy. So, while this chapter features the work of research, clinical and educational psychologists, it also includes the work of *psychiatrists*, *neurologists*, and other medical specialists, teachers and health visitors. Families and carers of people with autism also make important contributions to this team work.

**Different levels of analysis**: The three level framework proposed by Frith (1999) and introduced in Book 2, Chapter 5, provides, with one modification, a key organizing dimension of this chapter: as you progress through the different sections, you will find that the major focus shifts between these levels as outlined below:

*Behavioural level*: Work on the identification, diagnosis and mapping of ASDs, discussed in Sections 2 and 3, is extensively (though not exclusively) informed by descriptions of the observable behavioural manifestations of autism. Some of the therapeutic work discussed in Section 6 is also targeted at altering behaviour, rather than dealing with ‘underlying’ problems.

*Socio-cognitive level*: this level is termed socio-cognitive to emphasise that it embraces *all* of the person’s mental functioning – the processes by which a person with autism makes sense of the social world are as much affected as
those used to recognize objects and events; emotional functioning is affected as well as more intellectual thought processes. This level is the focus for Section 4, and it also informs the diagnostic advances and therapeutic work discussed in Section 6.

Biological level: this level is comprised of several sublevels: damage or faults in the genes that a person inherits may in turn affect the biochemical and physiological functioning of neurons and other cells, body organs and endocrine (hormonal) systems, and the structure and functioning of brain areas and circuits. There may even be evolutionary factors to consider. Section 5 considers the role of such biological influences in autism while some of the therapeutic work discussed in Section 6 is informed by biological ideas.

Remember that the individual’s environment provides a context that can influence (or be influenced by) each of the levels we have identified. This may be the biological environment in which the nervous system develops, the physical environment in which we operate as living organisms, or the social environment in which we function as human beings. It is important to think of autism as involving a developmental trajectory – a process that unfolds across time, in interaction with these multiple environmental contexts (compare with the notion of developmental contextualism, discussed in Book 2, Introduction and Chapter 5). Current understanding of these interactions is limited, but they are considered at the end of Sections 3, 4 and 5.

Different kinds of evidence: much of the work represented in this chapter necessarily approaches autism from an outside perspective whereby the researcher or practitioner seeks to describe, explain and address a psychological problem within a framework of dispassionate observation, theorization and therapy. But as we saw at the beginning of this section, personal or insider accounts offer a different type of evidence that can inform and enrich outsider perspectives. Arguably, parents’ understanding of their children has something of this ‘inside’ status, so parental accounts are treated as a further special source of evidence.

The question of difference: at each stage of the chapter we will encounter some of the tension between highlighting differences between people and stressing their similarities. In particular, the difficulties of clearly demarcating the boundary between the autism spectrum and ‘normality’ will be apparent, echoing the discussion in Book 2, Chapter 5.

Section 2 opens this account of work on autism by considering the diagnostic process. Remember that most of the features of behaviour described will be shown by all children at some time or another. A psychologist or psychiatrist will make a careful evaluation of a wide range of evidence before making a diagnosis of autism.
The term ‘autism’ was originally introduced by the psychiatrist Kanner to describe a syndrome he observed in some of his child patients. People with autistic spectrum disorders have a moderate to profound inability to make sense of, and engage ‘normally’ with, everyday events and situations, particularly those with a ‘human’ content. They have particular difficulties in three areas: social interaction, language and communication, and rigid adherence to narrow interests, routines and activities. Current thinking favours the idea of autism as a spectrum of difficulties. Males are more frequently affected than females. Psychological work on autistic spectrum disorders embraces a variety of interacting perspectives and disciplines, all of which seek understanding of the condition and effective approaches to support and treatment. This work is characterized by different levels of analysis and the use of different kinds of evidence.

Identifying and diagnosing autistic conditions

The starting point for all systematic work on ASDs, whether in the field of research, therapy or education, is a clear and agreed description of characteristic patterns of symptoms for use in diagnosis. Accurate diagnosis is necessary to ensure shared understanding about the nature and implications of a individual’s problem, and serves as the first step in establishing an appropriate basis for care and support for the individual and his or her family.

2.1 Principles of diagnosis

Underlying the use of systematic descriptions of autism in diagnosis is a framework of assumptions known as the diagnostic approach – an important tool in general medicine as well as in clinical psychology and psychiatry. Research and practice within this framework has provided evidence that particular psychological symptoms consistently group together to form identifiable clusters or syndromes, and has helped to elucidate the underlying causes of some of these clusters. Though the diagnostic approach assumes that syndromes are separable, it also accommodates overlap between their

Summary

- The term ‘autism’ was originally introduced by the psychiatrist Kanner to describe a syndrome he observed in some of his child patients.
- People with autistic spectrum disorders have a moderate to profound inability to make sense of, and engage ‘normally’ with, everyday events and situations, particularly those with a ‘human’ content.
- They have particular difficulties in three areas: social interaction, language and communication, and rigid adherence to narrow interests, routines and activities.
- Current thinking favours the idea of autism as a spectrum of difficulties.
- Males are more frequently affected than females.
- Psychological work on autistic spectrum disorders embraces a variety of interacting perspectives and disciplines, all of which seek understanding of the condition and effective approaches to support and treatment.
- This work is characterized by different levels of analysis and the use of different kinds of evidence.

Diagnosis

The process of placing an individual’s pattern of symptoms as reliably as possible within a recognised category, for purposes of identification, research and treatment.

Diagnostic approach

Approach within clinical psychology and psychiatry involving the systematic description and classification of symptom patterns and their use in the identification and treatment of psychological problems.
respective symptoms. For instance, lack of responsiveness to human voices could be a symptom of autism or of a hearing impairment. **Differential diagnosis** between these conditions depends on weighing up the overall pattern of symptoms. This is a necessary pre-requisite for establishing therapeutic needs: a hearing impaired child has different needs from a child with autism.

### 2.2 Diagnostic criteria for autism

Profiles of characteristics necessary for a diagnosis of classic autism or an ASD are called **diagnostic criteria**. These criteria appear within general systems for the classification and diagnosis of psychological problems such as the Diagnostic and Statistical Manual prepared by the American Psychiatric Association (last revised in 2000 and known as DSM-IV-TR™), and the International Classification of Diseases, prepared by the World Health Organization (currently in its tenth edition and known as ICD-10).

We will first look at the diagnostic criteria for ‘classic’ autism. In Section 3 of this chapter we will highlight the way this ‘classic’ picture must be modified to take into account varying symptom patterns across the spectrum.

#### 5.1 Diagnostic criteria for classic autism according to DSM-IV-TR™

A A total of six (or more) items from (1), (2), and (3), with at least two from (1), and one each from (2) and (3):

1 Qualitative impairment in social interaction, as manifested by at least two of the following:
   (a) Marked impairment in the use of multiple nonverbal behaviours such as eye-to-eye gaze, facial expression, body postures, and gestures to regulate social interaction.
   (b) Failure to develop peer relationships appropriate to developmental level.
   (c) A lack of spontaneous seeking to share enjoyment, interests, or achievements with other people (e.g. by a lack of showing, bringing or pointing out objects of interest).
   (d) Lack of social or emotional reciprocity.

2 Qualitative impairments in communication as manifested by at least one of the following:
   (a) Delay in, or total lack of, the development of spoken language (not accompanied by an attempt to compensate through alternative modes of communication such as gesture or mime).
   (b) In individuals with adequate speech, marked impairment in the ability to initiate or sustain a conversation with others.
(c) Stereotyped and repetitive use of language or idiosyncratic language.
(d) Lack of varied, spontaneous make-believe play or social imitative play appropriate to developmental level.

3 Restricted repetitive and stereotyped patterns of behaviour, interests, and activities, as manifested by at least one of the following:
(a) Encompassing preoccupation with one or more stereotyped and restricted patterns of interest that is abnormal either in intensity or focus.
(b) Apparently inflexible adherence to specific, non-functional routines or rituals.
(c) Stereotyped and repetitive motor mannerisms (e.g. hand or finger flapping or twisting, or complex whole-body movements).
(d) Persistent preoccupation with parts of objects.

B Delays or abnormal functioning in at least one of the following areas, with onset prior to age 3 years: (a) social interaction, (b) language as used in social communication, (c) symbolic or imaginative play.

C The disturbance is not better accounted for by Rett’s Disorder or Childhood Disintegrative Disorder.*

(American Psychiatric Association, 2000, DSM-IV-TR™, p.75)

*Rett’s Disorder and Childhood Disintegrative Disorder are syndromes with some symptoms overlapping with autism. Discussion is beyond the scope of this chapter.

Activity 5.1

Reflect on the four accounts of autism at the beginning of this chapter in light of the diagnostic criteria. Make a list of those diagnostic criteria represented in the different accounts, and compare your list to that given at the end of this chapter.

2.3 Other points for diagnostic consideration

Besides having ‘criterial’ symptoms, many people with autism have additional difficulties. For instance, they may experience perceptual distortions such as perceiving normal noises as extremely loud and disturbing. These features are not always present, and are not specific to autism. In Book 2, Chapter 5, it was suggested that problems such as dyslexia and ADHD similarly have some shared features. Omitting such shared features from criteria helps to ensure that they discriminate autism from other disorders.

Peeters and Gillberg (1999) state that 80 per cent of children who meet the criteria for classic autism score below 70 on psychometric tests of intelligence (IQ tests), which places them in the range associated with severe intellectual impairment. Most of the remaining children with this diagnosis score in the
range 70 – 100, which is still at the low end of the range statistically defined as normal.

**Activity 5.2**

*Given the communication problems in autism, why might there be difficulty interpreting these I.Q. findings?*

**Comment**

It is difficult to know how far autistic children's performance on IQ tests is independent of their language difficulties. Many IQ tests include specific tests for verbal skills, and all IQ tests require an understanding of verbal instructions. Some researchers and practitioners argue that it is difficult or impossible to provide a measure of I.Q. that is uncontaminated by language difficulties.

Some people with autism have exceptional skills in one particular area. For instance, children whose overall level of I.Q. performance is low, are often exceptionally good at particular sub-tests such as the ‘block design’ and ‘embedded figures’ tests shown in Figure 5.2. In the block design test (a) the task is to select blocks as necessary to make up the same design as is shown at the top. In the embedded figures test (b), the task is to locate a shape within the pram pattern that matches the separate triangle.

---

**Figure 5.2**  Examples of the block design and embedded figures tests from the Wechsler Intelligence Scale for Children
A small proportion of people with autism have outstanding talents known as **savant skills**. Some are musically gifted, while others can accomplish astonishing feats of memory or mental arithmetic. These will be discussed further in Section 3.

To make a full evaluation of such complex and varied manifestations, diagnosis is typically a multi-stage process in which a system such as DSM-IV-TR™ is just one of many tools employed. Practitioners will draw on multiple sources of information, including face-to-face encounters, discussions with family and the family doctor, and detailed observation of behaviour. They may use a specially structured schedule of observations and questions that enables them to chart communication, social behaviour and other activities, using standardized tasks, to ensure that all areas of the diagnostic criteria are assessed.

### 2.4 Problems and benefits of diagnosis

The checklist format of the criteria is specifically designed to accommodate individuals who have different numbers and patterns of criterial symptoms, as well as difficulties that also occur in other disorders. Nonetheless diagnosis must involve placing an individual's profile of difficulties within a category and, inevitably, one concern is that such diagnosis could sometimes be unreliable, with serious consequences for individuals and their families. In practice, however, research suggests that clinicians are reliable in differential diagnoses between the autistic spectrum and other disorders. Box 5.2 describes how Klin et al. (2000) investigated this.

#### 5.2 Evaluating diagnostic reliability (Klin et al., 2000)

Klin et al. studied the measure of agreement (inter-rater reliability) between different clinicians (including psychiatrists, clinical psychologists and speech and language pathologists) when diagnosing the problems of over 900 participants. A substantial number of these were thought to have autistic spectrum disorders. Experienced clinicians showed a very high measure of agreement on differential diagnoses, not only when using the DSM-IV-TR™ criteria, but also when basing their diagnoses solely on experienced clinical judgement. For the less experienced clinicians, judgements were extremely reliable when directly based on DSM-IV criteria, but less so when based exclusively on the clinicians’ judgement. All clinicians agreed strongly in deciding which participants had symptom patterns within the autistic spectrum and which called for alternative diagnoses. However, the level of agreement dropped for differential diagnoses of ‘sub-types’ within this spectrum. The reasons for this uncertainty in diagnosing ‘sub-types’ will be considered further in Section 3.
Another possible criticism of the diagnostic approach is that it involves an inappropriate application of ‘the medical model’ to autism and thus ‘pre-judges’ the causes of the condition as biological. Yet medicine includes many different ideas about cause, ranging from the notion that biological organisms cause diseases such as the common cold, to the notion that psychological stresses may contribute to high blood pressure (Roth and Kroll, 1986). Similarly the diagnostic approach to autism embraces a variety of explanatory perspectives. Most of these agree that biological influences play a role in causing autism (discussed in Section 5), but they vary widely in how they link these biological influences to functioning at socio-cognitive and behavioural levels.

A further concern is whether a diagnosis of autism serves as a ‘label’ from which a person cannot escape, even if his or her symptoms have ameliorated or disappeared. General issues of labelling were raised in Book 2, Chapter 5. However, the balance of arguments for and against labelling may be different for different disorders. ASDs tend to be pervasive disorders, i.e. involving most areas of the person’s psychological functioning. Arguments for highlighting these difficulties by labelling may be stronger than for other less pervasive conditions.

Specialists and parents frequently argue that the decision to diagnose a child or adult with autism represents the first step towards helping them. Parents may have experienced years of perplexity, distress and frustration because the problems of their children are misunderstood. The diagnosis provides an explanation for their children’s behaviour, helps them to understand and cope with their special and distinctive difficulties, and facilitates access to special educational and therapeutic facilities.

Despite these practical benefits, there remains the ethical issue of whether labels serve to place people in ‘pigeon holes’ that deny their individuality and their humanity. There are some sharply contrasting views about this. Clare Sainsbury (2000) points out that the concern to avoid labelling is often linked to a belief in ‘normalization’ – the belief that the best way to revalue people with disabilities is by denying or de-emphasizing their difference (see also Book 2, Chapter 5). She points out that:

*Instead of starting with the needs, choices and values of a disabled individual, [normalization] starts with the unchallenged standards of ‘normal’ people... Far from seeming radical or positive, the philosophy of normalization seems painfully familiar to those of us whose very disability lies in our ‘differentness’.*

(Sainsbury, 2000, p.33)
For Sainsbury, then, the label ‘autistic’ validates the right of individuals to be different.

Yet the expression of difference can be ‘normalist’ too. Diagnostic systems such as DSM-IV-TR™ are intentionally expressed in ‘normalist’ language to highlight the ways in which the behaviour and experience of people with autism departs from statistical norms. The distress that this can cause is well expressed by the writer Valerie Paradiz (2002), the mother of a child with autism:

*In the DSM-IV, there are words which I cannot bring myself to say about Elijah. Words like ‘lack’, ‘deficiency’, ‘impairment’, and ‘failure’. Condescension litters the DSM-IV and betrays a burdensome psychiatric history.*

*(Paradiz, 2002, p.59)*

There is no easy remedy for the difficulties expressed by Paradiz. All discussions of clinical problems, including the present chapter, must engage with formal and normalist language to some extent. But this needs to be balanced by a respect for people with autism as individuals with the same variability of personality and outlook as the rest of us. Some approaches to differentiating across the autistic spectrum, in order to express peoples’ differences, are evaluated in the next section.

**Summary | Section 2**

- Diagnosis is a complex process that plays an important role in identifying individual therapeutic and educational needs, and in placing theoretical research on a sound footing.
- The diagnostic approach involves the description of autism in terms of symptoms, and is primarily focused at the level of observable behaviour.
- The characteristics of ASDs are summarized within formal systems of diagnostic criteria, such as the DSM-IV-TR™ and the ICD-10.
- For a diagnosis of classic autism, a person must show a specified number and pattern of difficulties in each of the triad areas, and certain key difficulties must have appeared before 36 months.
- Many people with autism have additional cognitive difficulties, while some have special skills, and a few have outstanding talents.
- The diagnostic approach has theoretical and practical benefits, but also reflects ethical issues that are difficult to resolve.
3 Mapping the autistic spectrum

Many individuals have autistic-like symptoms that do not meet the requisite number or profile of features for a diagnosis of classic autism. In this section we will consider the background to the spectrum concept and some different interpretations of the variations that it includes. The section concludes by setting these ideas in a developmental context: different patterns of symptoms in infancy may result in qualitatively different outcomes for individuals later.

3.1 History of the spectrum concept

An intriguing fact in the history of autism research is that while Kanner’s work in America led him to introduce ‘early infantile autism’ as a clinical entity in 1943, another doctor, Hans Asperger, working at the same time in Vienna, described a very similar syndrome, which he called ‘autistic psychopathy’ (Asperger, 1944). Asperger described children with unusual or impoverished use of gesture, strangely formal or pedantic use of language, and difficult relations with their peers, parents and teachers. Quite often these children had been referred to Asperger because of their ‘anti-social’ or unfeeling behaviour towards others. But some of them were exceptionally able academically. Asperger worked with a number of his patients into adulthood. Here is an extract from one of his cases studies:

It was as if he never took any notice of other people. He behaved so absent-mindedly that he often did not recognize his closest acquaintances. He was extremely clumsy and gauche, and there were all the difficulties we described earlier in learning to deal with the practical chores of everyday life. He remained awkward and socially unconcerned with his demeanour ... When he was at school there were constant serious difficulties ... For languages he had no talent at all. In secondary school ... he was able to get by only on the basis of his other abilities ... Even as a toddler, one could see in him a most unusual and spontaneous mathematical talent. Through persistent questioning of adults he acquired all the necessary knowledge from which he then worked independently ... Not long after the start of his university studies, reading theoretical astronomy, he proved a mathematical error in Newton’s work ... In an exceptionally short time he became an assistant professor at the Department of Astronomy ...

(Asperger, 1944. Translated by Frith, 1991, pp.88–9)

Not all of Asperger’s patients fitted the pattern of milder social disability and outstanding intellectual talents represented by this case study. However, his observations indicated that autism might be a heterogeneous category, and this variability was further documented in 1979 by Lorna Wing and Judith Gould (see Box 5.3).
5.3 The incidence of autistic spectrum disorders (Wing and Gould, 1979)

Wing and Gould carried out an epidemiological study in which they screened 35,000 children under the age of 15 for the presence of one or more symptoms within the main autistic triad. Of all these children, 17 (or just under five children in 10,000) matched accepted criteria for ‘classic’ autism. However, a considerably larger group had some difficulties in reciprocal social interaction, usually coupled with communication problems and an impoverished range/scope of activities. Including this wider group, the overall estimate of prevalence was more like 21 children in 10,000 (equivalent to 0.2 per cent). Wing and Gould’s conclusion – that the autistic syndrome embraces a core set of symptoms and variations on this core pattern – established the spectrum concept.

More recent studies have suggested even higher rates of incidence for the broad spectrum: between 0.6 and 1 per cent of all school-age children. A likely explanation is that diagnostic practices have changed since the Wing and Gould study to include more borderline cases. However, some researchers have recently argued that there is an increase in the actual incidence of autistic spectrum disorders, claiming that it is diagnoses of classic cases that have increased. The evidence for this claim is currently unclear.

3.2 Continuum or sub-types?

One interpretation of cases like Asperger’s astronomer is that they represent the typical life span development of an autistic person who, because less intellectually disabled, develops more successful living strategies. Some clinical practitioners use the term High Functioning Autism (HFA) to denote this group, implying that autism is a continuum, spanning individuals with different levels of intellectual and social disability and including individuals with ‘borderline’ autistic symptoms. This might be seen as suggesting, in turn, an ill-defined boundary between ASDs and ‘normality’. In keeping with this, you perhaps know someone who, without having attracted any clinical label, is extremely ‘driven’ in one field, while seeming eccentric and lacking in social graces. Marian Glastonbury (1997) has argued that the unusual life style of prominent writers and philosophers such as Kafka, Beckett and Wittgenstein, coupled with the eccentric genius and prolific nature of their work, is consistent with an autistic type condition.

Epidemiological study
Large scale study of the incidence and distribution of a disorder within a population.

High functioning autism
A sub-area of the autistic spectrum, characterized by less severe symptoms and/or higher intellectual level.

Continuum
A dimension of continuous variation, without breaks or discreet steps.
Whether these examples really demonstrate that autistic spectrum disorders ‘shade’ into normality partly depends on how we define ‘disorder’ and ‘normality’ (issues that were considered in Book 2, Chapter 5). Some researchers refer increasingly to a broad cognitive phenotype for autism, that is, a distinctive way of engaging with the physical and social world, shaped by both genetic and environmental influences, that only manifests as a disorder in more extreme cases. This fits well with the continuum model.

Other practitioners have argued that the difficulties of individuals such as Asperger’s patient are qualitatively distinct from classic autism and constitute a separate sub-type. In the early 1990s, this widespread shift in thinking stimulated the introduction of separate diagnostic criteria for Asperger’s syndrome.

The criteria currently proposed for Asperger’s syndrome in DSM-IV-TR™ (see Box 5.1) are identical to those proposed for classic autism in two of three main triad headings: ‘Qualitative impairments in social interaction’ and ‘Restricted repetitive and stereotyped patterns of behaviour, interests and activities’. They differ most significantly in omitting the triad area ‘Qualitative impairments in communication’, suggesting instead that:

1. There is no clinically significant general delay in language development.
2. There is no clinically significant delay in cognitive development, in normal everyday skills (other than social ones), or in curiosity about the environment.

**Activity 5.3**

Look at the extract from Asperger’s account of the astronomer. Do the DSM-IV-TR™ criteria revised as above for Asperger’s syndrome, match better with the astronomer’s difficulties than the original criteria for autism given in Box 5.1?

**Comment**

In keeping with the Asperger’s criteria, the astronomer showed impairments in social interaction, a restricted range of activities and interests, and, arguably, no delay in cognitive development. But he did seem impaired in his communication and everyday skills, had difficulty learning a new language, and was described as extremely clumsy and gauche.

Peeters and Gillberg (1999) point out that contrary to the implications of DSM-IV-TR™, it is extremely rare for any person with autistic spectrum symptoms to have entirely normal use of language. In ‘Asperger type’ autism,
**expressive language** may be grammatically and syntactically perfect, and yet it may be excessively formal and pedantic. **Receptive language** may be far too literal and concrete, as illustrated by Gunilla Gerland in Section 1. It is typically these pragmatic aspects of language understanding that people with Asperger-type autism seem to find difficult. The omission of communication difficulties from the diagnostic criteria is therefore controversial. Peeters and Gillberg also argue that clumsiness, or lack of motor co-ordination, is a distinctive feature of ‘Asperger type’ autism, and should be included in the diagnostic criteria.

Most clinicians agree that Asperger’s syndrome is a recognisable sub-type of autism, yet there is disagreement about what distinguishing features should be enshrined in diagnosis. This is not as surprising as it might seem: diagnostic systems such as DSM-IV-TR are constantly revised and updated by expert working groups, in the light of new research and clinical findings. It might seem that continuum and ‘sub-type’ approaches are contradictory, since one implies a continuous dimension of variation, shading into ‘normality’, while the other assumes clinical entities that are, at least to some extent, discreet from one another and from ‘normality’. In practice both approaches have some validity in different contexts. The continuum approach draws attention to shared features of all ASDs such as social difficulties and preference for a highly structured environment. It is useful to highlight such generic problems for people like teachers who may be encountering people with ASDs for the first time. The ‘sub-type’ approach serves to highlight more specific educational and therapeutic needs of different sub-groups. For instance, children with Asperger’s syndrome are typically capable of integrating into a mainstream school, while those with profound autism are more likely to flourish in a specialized educational environment.

### 3.3 Savant skills

Savant skills – exceptional talents in a specific area – pose a particular puzzle for attempts to map the autistic spectrum. They may occur with Asperger’s syndrome, as with the early mathematical skills of Asperger’s astronomer, but, as noted in Section 2, they also occur with classic autism. No diagnostic sub-group has been proposed for people with such skills, possibly because they are very rare and ‘cross-cut’ other sub-groupings. However, these skills are so striking that it does not seem right to classify them just as an atypical manifestation of ASD.

The young artist Stephen Wiltshire has attracted much interest with beautiful architectural drawings such as the one in Figure 5.3.
Figure 5.3 Stephen Wiltshire’s drawing of the Kremlin Palace and a photograph taken from the same view
Stephen first demonstrated his talent at an early age, when he was also showing symptoms of classic autism. It is not just the accuracy, detail and perfect perspective of his finished drawings which has attracted such wonder and admiration, but also the manner in which he executes them, as described in this extract from an article by Oliver Sacks:

Stephen bestowed a brief, indifferent glance at my house – there hardly seemed to be any act of attention – glanced then at the rest of the road, the sea, then asked to come in ... Stephen started at one edge of the paper (I had a feeling he might have started anywhere at all), and steadily moved across it – as if transcribing some tenacious inner image or visualization. It was not quite like ‘ordinary’ drawing, but as if he had a camera lucida in his bead which every so often he would pause over and consult.

(Oliver Sacks’ foreword to Cities by Stephen Wiltshire, 1989, p.6)

Another 11 year-old boy, Tito Mukhopadhyay, has recently confounded experts by showing savant skills that involve not only an outstanding grasp of vocabulary but the ability to write poetry and reflections that are full of imaginative images:

Wish my legs had the wings of a bird
And fly me to afar
I would gather the raindrops from every cloud
To wash my every tear

(Beyond the Silence, Mukhopadhyay, 2000, p.55)

Tito’s autobiography documents how he struggled to overcome his problems and express his talents. This underlines the importance of considering what factors may influence outcome when people with ASDs grow up.

3.4 Growing up with ASD

Follow-up studies of people with ASDs suggest that most have life-long difficulties of some kind. Peeters and Gillberg (1999) estimate that about two thirds of those diagnosed before school age remain dependent on others for support and housing as adults. However, for some individuals at least, the pattern of symptoms changes and becomes less severe with age. Kanner (1973) traced the progress of 96 individuals in their twenties and thirties, whom he had seen as child patients. Twelve had made reasonably good social adjustments, and were leading fairly successful independent lives. Of these, eleven had jobs (though usually not commensurate with their qualifications) and one was still at college. Seven had their own homes (others lived with parents) and one, a successful musical composer, was married with a child.
In a review of outcome studies, Howlin and Goode (1998) suggest that the prognosis is best for children with ‘High functioning’ or ‘Asperger’s type’ symptoms, which is perhaps not surprising, since they seem to be less seriously affected in the first place.

Kanner commented that, in most of the ‘successful’ cases, during the mid-teens ‘a remarkable change took place ... . Unlike most autistic children they became uneasily aware of their peculiarities and began to make a conscious effort to do something about them’ (1973, p.209). It seems that these children had spontaneously attained some awareness of self and others.

In one respect, however, this enhanced awareness may accentuate problems: it brings with it a recognition of being different, of ‘missing out’ on the richness of others’ social experience, or of making unintentional social ‘gaffes’ that lead to further isolation:

*To us, most normal people ... are social Mozarts who intuitively learn to employ a very complex set of rules and standards fluidly and creatively, seemingly with little or no effort; we, on the other hand, are stuck with the sheet music, trying to memorize scales and plonking out simple tunes one note at a time.*

*(Sainsbury, 2000, p.88, Joseph, writing about himself)*

This awareness of difference can occasionally have devastating consequences including depression and, in a few cases, attempted suicide (Howlin and Goode, 1998).

Another predictor of outcome is having a specialized skill or interest. Kanner (1973) observed that several of the group of twelve had used their special interests to identify a niche and ‘open a door for contact’. It seems that they used their skills to define themselves as individuals, and to provide a basis for social exchange with others. In the case of Stephen Wiltshire, his special interest and talent have been a powerful force for personal and social development even though his disability is profound. It is also interesting that both Stephen and Tito had determined and resourceful mentors who helped them to channel their talents and transcend their problems. This highlights the potentially important role of the child’s interactions with his/her social context in fostering positive development.

*Studies of outcome point up quite sharply the scope for ‘outsider’ and ‘insider’ viewpoints to shed different light on a question. Outsider studies evaluate success in terms of indices such as independent living, employment, number of social contacts, whereas insider accounts tell us about the feelings and experience of the individual. What counts as ‘success’ from the outside may nonetheless be experienced by the individual as loneliness and isolation.*
Summary  Section 3

- Asperger worked independently of Kanner during the 1940s. His case studies, including intellectually able children, highlighted variations in severity and in specific symptoms among children identified as autistic.
- Wing and Gould’s population study established the spectrum concept.
- The term Asperger's syndrome is used for symptom patterns similar to autism, but less pervasive. The significance of language and communication difficulties in this group is currently uncertain.
- Savant skills present a particular challenge to understanding the spectrum.
- Continuum and sub-group approaches to autism have complementary explanatory, diagnostic and practical functions.
- Follow-up studies of autism suggest lifelong consequences in most cases. Many individuals achieve considerable social and personal adjustment, but may continue to experience difference and isolation.

4 Explaining autistic conditions: the socio-cognitive level

An important challenge for psychologists working on autistic spectrum disorders is to explain why characteristic impairments occur in three different areas of functioning (social interaction, communication, activities and interests). One strategy for explaining this three-way pattern is to identify a single underlying problem that links the different symptoms. This section considers such ‘core deficit’ approaches. They all address autism at the socio-cognitive level, but make different assumptions about how cognitive and social functioning interrelate.

4.1 Do people with autistic spectrum disorders lack a theory of mind?

The most influential, and perhaps the most compelling, socio-cognitive model argues that people with ASDs have a diminished capacity to understand the thoughts, beliefs, intentions and emotions of other people, and perhaps themselves. Indeed, people with autism may be unaware that others have such
a ‘mental life’. Book 1, Chapter 2 argued that such theory of mind (ToM) was fundamental to the evolution of our species as advanced social animals. Making a similar point from a philosophical perspective, Daniel Dennett (1978) suggested that if a person was unable to understand the thoughts or intentions of another person, much of social interaction and communication would be a mystery. Hence a ToM deficit could explain the autistic difficulties in both these areas. The following anecdote illustrates this point. An autistic child was asked by his teacher ‘Go and ask Mr Smith (another teacher) if he would like a cup of coffee’. The child went and found Mr Smith and delivered the question, but then came straight back without waiting for the reply: he did not realize that the intention of these communications was to find out whether Mr Smith wanted a drink. Most conversation is inherently ambiguous, and to make sense of it, we use context and behaviour to work out the intentions behind what people say. Sperber and Wilson’s concept of relevance, which was discussed in Book 2, Chapter 2, is essentially this.

Dennett reasoned that the most stringent test of ToM was whether a person could understand that someone else’s belief about a situation was different from their own, and from reality – the so-called false belief test. Imagine the following scenario:

You and a friend drive to the shops in your car. You park your car in a particular street (Mount Street) and as you both have different shops to visit you arrange to meet back at the car in an hour’s time. Shortly after parting from your friend, you realize you have left your wallet at home, so you take the car home to fetch it. When you get back to where you parked before, it is full up, so you have to park in a different street (Park Street). You know that when your friend goes to meet you she will assume that the car is where you originally parked it. Unless you can find her first, she will go to meet you there.

In this situation you understand that your friend’s belief about the location of the car is false, and that she will act on the basis of this false belief. Developmental studies suggest that children typically develop similar understanding at the age of four. Simon Baron-Cohen and colleagues (Baron-Cohen et al., 1985) designed an experimental test of whether children with autism could understand false belief, called the ‘Sally-Anne Task’, described in Box 5.4.
The child sits at a table on which there are two dolls (Anne and Sally), each placed facing a lidded container (a basket and a square box). The experimenter names the dolls for the child, and then checks that the child has understood which is which. The experimenter enacts a scenario of hiding a marble in the basket using one doll (Sally) to ‘hide’ the marble with the other (Anne) looking on. Sally then ‘leaves the room’ and the marble is re-hidden in the box. Sally then returns and the experimenter asks the child three questions.

1. ‘Where will Sally look for her marble?’ (belief question: the correct answer is ‘in the basket’)
2. ‘Where is the marble really?’ (reality question: the correct answer is ‘in the box’)
3. ‘Where was the marble in the beginning?’ (memory question: the correct answer is ‘in the basket’)

Three groups of children were tested (one at a time) on the task:

<table>
<thead>
<tr>
<th>Experimental group</th>
<th>20 autistic children with an average age of 11 years 11 months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control group 1</td>
<td>14 children with Down’s Syndrome with an average age of 10 years 11 months</td>
</tr>
<tr>
<td>Control group 2</td>
<td>27 typically developing children with an average age of 4 years 5 months</td>
</tr>
</tbody>
</table>

The children with autism selected for the task had an average mental age (see Book 2, Chapter 1) of nine years three months, as tested on a non-verbal I.Q. test, and five years five months as tested on a verbal test. The participants were selected such that both these mental age scores would be higher than those of the children with Down’s syndrome and of the typically developing children (whose mental age would approximate their chronological age).

The children in all groups answered the reality and memory questions correctly. Eighty-five per cent of the typically developing children and eighty-six per cent of the children with Down’s syndrome also answered the belief question correctly. In contrast eighty per cent of the children with autism answered the Belief question incorrectly. That is, when asked ‘Where will Sally look for her marble?’ they pointed to the marble’s current location rather than to where the marble had been re-hidden in Sally’s absence.

You can see a clip from a Sally-Anne testing session on the fOCUS CD-ROM.
Figure 5.4 The Sally-Anne False Belief Task
Activity 5.4

Why do you think the experimenter had selected autistic children with a higher mental age than the other two groups of children? Why do you think there were two different control groups of participants?

Comment

The higher mental age among the autistic participants was designed to ensure that the way they tackled the task was not simply due to lower intellectual level. The reason for including both typically developing children and children with Down’s syndrome as control groups was to ensure that any differences in the experimental group are specifically associated with autism, and not with learning difficulties in general. Similar design features are common to many experimental studies of children with autism.

Why do autistic children fail on the ‘belief’ question in this experiment? They are intellectually as able as the other two groups of children. And they have no difficulty in remembering where the marble was originally hidden or in understanding where it had been relocated: they were able to answer both the memory question and the reality question correctly. One explanation is that since children with autism have difficulties with pretend play, they misunderstood the pretend ‘drama’ that was being ‘enacted’ by the dolls. But this was ruled out by later experiments that replicated the task using real people to enact the scenario.

Baron-Cohen et al. argued that autistic children tend to fail on the ‘belief’ question because, instead of ‘putting themselves in Sally’s shoes’, they assume that her belief about where the marble is hidden is the same as their own knowledge of where the marble really is. In short, the study appears to show that children with autism lack the capacity for understanding another person’s mental state. This now classic study stimulated a massive wave of research that has examined and refined the ToM hypothesis and tested its predictions. Autistic children have been found to have difficulties in many areas that are consistent with a ToM deficit. For instance, children with ASDs make little use of ‘mental state’ language (words like ‘think’, ‘know’, ‘believe’, ‘feel’) in their speech. They have difficulty understanding or engaging in deception. Irony (saying ‘what great weather’ when it’s pouring with rain) and metaphor (‘that will keep the wolf from the door’) are lost on them. Problems like these make young people with autism very vulnerable to deception or exploitation.

However, 20 per cent of the children with autism pass experimental ToM tasks like the Sally-Anne test. It is also only possible to test participants who can understand task instructions, which precludes testing profoundly autistic participants. Finally, the approach addresses ongoing behaviour and skills in individuals diagnosed as autistic, but it does not explain the process of development that leads to these outcomes. We will consider how the ToM
approach has been elaborated to address this developmental trajectory, before considering other approaches that complement or challenge it.

4.2 Developmental origins of theory of mind

The critical skills for engagement in the social world, which Baron-Cohen (1995) calls *mind-reading*, appear to be both complex and subtle. Certain early infant behaviours, which autistic children fail to acquire, are thought to provide the basic ‘building blocks’ for this mind-reading.

**Gaze following and proto-declarative pointing**

Consider how behaviour might provide one person with cues to what another person is thinking. For instance, how do you know that someone you are talking to is interested in what you are saying? They may open their eyes wide, sit up straight or make noises like ‘hmmm’. Such gestures and expressions are *cues to thoughts*, which we monitor all the time without being aware of it.

Baron-Cohen (1995) provides evidence that the ability to use subtle behaviours, such as picking up where someone is looking and looking there too (*gaze following*) typically develops very early, around 8 months. Similarly, the capacity to look at something to which another person is pointing, or to point in order to indicate an object of interest (*proto-declarative pointing*), develops at around 12 months. Both types of behaviour enable a child to co-ordinate their own mental state (attention) with another person’s.

**Seeing leads to knowing**

Think back to the car parking example. Your judgement that your friend will go back to the original car parking place in Mount Street is actually a well-informed ‘guess’ based on evidence from your friend’s behaviour. For instance, your friend *saw* you parking the car and walked off *without* seeing you moving the car. We don’t consciously run through such information before ‘calculating’ other peoples’ states of mind. However, we are capable of making rapid, direct and non-conscious judgements of what other people are likely to know or believe, in part at least, from what perceptual information they have had access to. Baron-Cohen (1995) suggests that this *seeing leads to knowing* principle is grasped by typically developing children between 36 and 48 months of age.

**Metarepresentation and pretend play**

Alan Leslie (1991) has suggested that understanding mental states such as false belief requires the sophisticated skill of ‘de-coupling’ or disengaging (mentally speaking) from the truth of a situation (e.g. ‘The car is in Park Street’), in order to hold in mind an idea that differs from this reality (‘Jane thinks the car is in Mount Street’). This capacity is known as *metarepresentation*, and as Book 2 Chapter 2 indicated, it is seen as a crucial element of language understanding.
Leslie argues that typically developing children display simple de-coupling at around eighteen months, when they start enacting pretend play. In his words, when a child puts a banana to his/her ear, pretending that it is a telephone, s/he is temporarily disengaging from the reality (‘This object in my hand is a banana’) in order to indulge in the pretence (‘I’ll pretend that ‘this object is a telephone’). This ‘simpler’ metarepresentational skill may act as a developmental precursor for understanding that one’s own or other people’s thoughts can be hypothetical or different from reality. Figure 5.5 illustrates how acts of both pretending and false belief about a situation can be seen as metarepresentations.

![Pretending and false belief as metarepresentation](image)

Book 2 Chapter 1 introduced the similar idea of metacommunication, which refers to how children communicate their disengagement from reality in social pretend play. Leslie’s primary emphasis is on characterizing what thought processes are necessary for pretence – whether solitary or social.

There is much experimental and observational evidence that children with autism fail to develop early ‘pre-mind-reading’ skills. Box 5.5 summarizes some of this evidence in relation to gaze following, proto-declarative pointing and pretend play.
5.5 Developmental pre-cursors of theory of mind (Leekam et al., 1997; Baron-Cohen, 1987, 1989; Baron-Cohen et al., 1992)

Leekam et al. (1997) tested whether children with autism would spontaneously follow, with their eyes, an experimenter sitting opposite them, who changed her head direction to look at a toy. The children showed significant impairment in this gaze monitoring task compared with control participants. In another study, Baron-Cohen (1989) tested whether children with autism would use ‘protodeclarative’ pointing to indicate an object of interest, with similar results.

Baron-Cohen (1987) gave autistic children a range of toys and observed how they played with them. The children engaged in as much ‘functional’ play, such as ordering or stacking bricks, as a control group, but showed much less ‘symbolic’ or pretend play than the control group, such as using a brick as a cup, a box as a car.

These experimental results were confirmed by a survey conducted by Baron-Cohen et al. (1992). A questionnaire asking about the presence of the above behaviours, was completed by the health visitors and parents of three groups of children: 20 autistic children; 20 younger siblings, aged around 18 months; and another group of 50 toddlers aged 18 month olds. All of the 50 ‘normal’ toddlers had the key behaviours, while a majority of the autistic children lacked them. Among the younger siblings, who were considered genetically ‘at risk’ of developing autism (see Section 5 below), one child lacked the key behaviours, and subsequently received a diagnosis of autism.

The ToM ideas considered here provide an introduction to an extensive body of related theories and research findings. We now turn to some key difficulties.

4.3 A distinctive sub-group?

The fact that around 20 per cent of children with autistic spectrum disorders regularly pass tasks such as the Sally Anne test fits well with the notion of an autistic spectrum including different profiles of skills and deficits. But it questions the idea of a core ToM deficit that all people with ASDs share. So is the theory inadequate, given that its predictions are not always supported?

Francesca Happé (Happé, 1994) suggests that some of those passing tests such as the Sally-Anne test may have relied upon simple ‘problem solving’ strategies that avoid the need for genuine mind-reading. Many of these individuals fail more complex false belief tasks, in which participants have to show understanding of one character’s false belief about a second character’s belief about a situation. As an illustration, suppose that, in the car parking example in section 4.1, unbeknown to you, your friend saw you re-parking the car in Park Street. You would then believe (falsely) that your friend believed
that you were parked in Mount Street. Understanding this kind of situation involves understanding **second order false belief**. Failures on such second-order false belief tasks suggest that most people with autistic spectrum disorders have *some* degree of ToM difficulty.

On the other hand, some intellectually able individuals with ASDs also pass these second order tasks. The fact that these individuals remain socially disabled questions whether the somewhat contrived experimental tests of ToM are really a good guide to the presence or absence of everyday mind-reading skills. Happé (1994) devised a more naturalistic and subtle probe for everyday mind-reading skills, described in Box 5.6.

### 5.6 The ‘Strange Stories’ task (Happé, 1994)

Participants were presented with stories such as the following:

**Irony**

Ann’s mother has spent a long time cooking Ann’s favourite meal: fish and chips. But when she brings it in, Ann is watching TV, and she doesn’t even look up or say thank you. Ann’s mother is cross and says ‘Well that’s very nice isn’t it! That’s what I call politeness!’

The participants were asked:

**Q1.** Is it true what Ann’s mother says?

**Q2.** Why does Ann’s mother say this?

![Figure 5.6 Ann and her mother](image)

Similar stories were presented for situations requiring an understanding of underlying intentions, such as a white lie, a deliberate lie, persuasion.

Happé tested three groups of autistic participants:
- Those failing ‘first order’ ToM tasks
- Those passing ‘first order’ ToM tasks
- Those passing first order and second order ToM tasks
There were marked differences between the three groups in accuracy on Question 1 and in the justifications given on Question 2. The third, most able, group performed quite well, yet less accurately than an appropriately matched control group. Their attributions of mental states to the story characters were often wrong. For example, one participant said that Ann’s mother said what she said ‘not to shock her daughter’.

Happeé offers an explanation of why the third group of individuals – who are both intellectually able and have substantial ToM skills – remain disabled nonetheless. She argues that people in this sub-group have come by their social and mind-reading skills after a delay, such that the normal developmental context in which these skills are embedded is absent. As a result their skills are somewhat atypical and do not serve the individuals well in all situations. Yet the development of even moderate ToM skills may bring about another striking change, as we will consider next.

4.4 Theory of mind and self-awareness

One of my most recurrent problems throughout middle childhood was my constant failure to distinguish between my knowledge and that of others. Very often my parents would miss deadlines or appointments because I failed to tell them of these matters. For instance my parents missed the school’s Open House in my fifth grade and my mom asked me afterward, ‘why didn’t you tell us about it?’ I thought you knew it,’ I replied.

(Sarah, in Sainsbury, 2000, p.60)

Sarah’s lucid comment on her childhood highlights the way ToM deficits can lead to communication difficulties resulting from failure to understand another person’s state of knowledge. But it also reflects Sarah’s capacity, now, to reflect accurately on how her communication problems arose. This emergence of self-awareness in parallel with ToM is consistent with Mead’s claim (see Book 2, Chapter 1) that children acquire a sense of self through taking the role of others. Note that such developing self-awareness could also be seen as enhancing one of the dimensions of consciousness (Book 2, Chapter 4).

Capacity for ‘mind-reading’ and enhanced self-awareness are both characteristics that may help diagnosticians to define the ‘Asperger’s’ sub-group more adequately than the current problematic diagnostic criteria, and to establish specific therapeutic needs. As we have seen, the benefits of having
insight into self and others can be accompanied by feelings of pain and isolation for ‘high-functioning’ individuals, calling for sensitive therapy.

4.5 Central coherence and cognitive style

Despite variations in ToM performance between sub-groups, the approach as a whole provides a compelling explanation for problems in the areas of social interaction and communication. However, it offers no obvious explanation for symptoms in the third ‘triad’ area, such as impoverished imagination, restricted interests and repetitive behaviour. Frith (1989) and Happé (1999) have proposed that these behaviours reflect a different kind of atypical functioning: a distinctive cognitive style, characterized by difficulty in ‘global processing’, that is, in coordinating aspects of reality to form ‘coherent’ wholes. Global processing is a strategy we use for selecting, perceiving and remembering the meaningful and relevant elements from disorganized masses of information (see Book 1, Chapters 6, 7 and 8). The cognitive style in autism relies, instead, on good visual and rote memory to process the details of the information rather than the overall gist or meaning.

This approach challenges an image of autism as a disorder characterized exclusively by impairments, and draws attention to skills that have beneficial features. For instance, tolerance of repetition and sameness, and the capacity for accuracy have potential uses in therapy and education (see Section 6). Obsessive attention to detail may foster special talents. The work of Stephen Wiltshire (Figure 5.3), for instance, displays a grasp of precision and detail way beyond the scope of most artists. Pring and Hermelin (1997) have studied the development of Stephen’s gift, and argue that his capacity to ‘filter out’ global impressions of his surroundings fosters his talent for producing perfect perspective drawings from memory.

In light of such contemporary insights, the cognitive style of Luria’s mnemonist (Book 1, Chapter 8), with his ‘savant’ memory, coupled with his literal approach to information and his social eccentricity, is strikingly similar to that of a person with ASD.

Frith and Happé’s central coherence model can be seen as co-existing rather than conflicting with the ToM approach, since it uses different concepts and explains different symptoms. However Baron-Cohen et al. (2002) propose that ToM deficits and idiosyncratic information processing are essentially complementary aspects of a broader socio-cognitive style, characterised by poor social and emotional understanding, coupled with efficient skills in certain ‘non-social’ domains.
4.6 Emotions, relatedness and the developmental process

Cognitive style and ToM approaches both draw extensively on cognitive concepts to explain why functioning in autism is atypical. ToM has typically assumed that successful social interaction and communication involves processing information about other people in the form of social stimuli such as gestures, expressions, language and behaviour. The processes that promote emotional understanding and relatedness between people have been seen as essentially akin to the more ‘rational’ processes involved in understanding a person’s factual knowledge or beliefs.

Peter Hobson (1993) approaches social understanding from a philosophically different standpoint. He proposes that rather than ‘processing information’ to derive ‘theories’ about the thoughts and emotions of others, people’s primary emotional relatedness to others promotes empathy or direct understanding. Similarly, people’s awareness of self is not a theory-like representation of their thoughts, but a sense of self as a ‘subject’ who is in relations with other ‘subjects’.

The basis for these ideas is Hobson’s view that humans are first and foremost social beings, with an ‘innate’ capacity for personal relatedness. This view, prefigured by Kanner (1943), also echoes Bowlby’s ideas about attachment introduced in Book 2, Chapter 1. From this, Hobson elaborates an account that contrasts how typically developing and autistic infants engage with the world from birth. Key features are outlined in Box 5.7, followed by a summary of relevant evidence.

5.7 Hobson’s approach (Hobson, 1993)

The following key features of typical development are missing in autism:

- **Human primacy**: the infant engages emotionally and socially with humans in ways that are distinct from how he/she engages with the physical world.

- **Reciprocity**: the infant’s early behaviour is ‘pre-programmed’ to elicit responses from his/her carer, and to respond to these responses. This triggers a continuous cycle of interaction in which each affects the other – a transaction (see Book 2, chapter 1) that promotes emotional bonding.

- **Inter-subjectivity**: through the sharing of experience involved in such transactions the child acquires ‘direct’ knowledge of others as subjective beings with their own feelings, thoughts, intentions and beliefs.

- **Reflexivity**: the child acquires an understanding of self via his/her developing awareness of others as subjective beings.

Key predictions for the behaviour of children with ASDs are:

1. Difficulty in recognising self and others as distinct human ‘subjects’. In support, Hobson (1993) highlights difficulty in using the personal pronoun ‘I’. For instance, a child
with ASD asked ‘do you want a biscuit?’ might respond ‘you want a biscuit’, meaning ‘yes, I want a biscuit’. Hobson interprets this as evidence that the child does not distinguish himself from other subjects, or from inanimate objects.

2 **Atypical engagement with carers from birth.** Lord (1993) provided evidence that infants later diagnosed as autistic have offered fewer and ‘poorer’ opportunities to their parents for engagement and interaction. Hobson also interprets failure to develop behaviours such as gaze-following and proto-declarative pointing (see Section 4.2) as supporting this prediction and as showing a failure to develop intersubjectivity.

3 **Difficulty in recognising and expressing emotions.** Hobson et al. (1989) studied the ability of children with autism to supply appropriate emotional terms in response both to pictures of faces and to voices depicting different emotions. Compared with appropriately matched control groups, these children showed a grasp of the vocabulary terms, but applied them haphazardly to the stimuli, suggesting they did not understand which expression was which.

While the evidence illustrated in Box 5.7 is broadly consistent with Hobson’s model, none of it is conclusive. For instance:

1 **Atypical pronoun use could equally be part of wider pragmatic language difficulties, rather than reflecting specific problems of self recognition.**

2 **Evidence for atypical engagement with carers from birth depends on retrospective reconstructions, or on extrapolating from later behaviour.** Failure to develop behaviours such as gaze-following do not necessarily imply atypical behaviour at birth, since these typically only appear at eight months. In a survey by Frith and Soares (1993) two thirds of the mothers of children with ASDs had not been disturbed by their children’s behaviour in the first year. A surprising number of such children are also later rated as ‘securely attached’ (Rogers and Pennington, 1991).

3 **Deficits in emotional understanding do not necessarily reflect a lack of emotional experiences.** Sigman et al. (1995) studied the performance of ‘high functioning’ young people on a whole range of emotion tasks. In one task, the participants had to relate an occasion when they had experienced emotions such as pride, happiness, embarrassment, etc. The children were able to give responses, albeit slowly, but these tended to be atypical: for instance while food was given as a source of happiness, birthday presents or parties were not. Hence the children did not lack emotional experiences, but had made ‘odd’ connections between these and social contexts. Again these results do not clearly favour Hobson’s account.

In general, it has been difficult to find clear evidence that favours Hobson’s theory. A number of its predictions are similar to those of the ToM model: both assume that people with ASDs may fail to take a distinctive ‘stance’ towards the
human world; both predict early impoverishment in use of gestures, and later
difficulties in understanding other minds; both are consistent with evidence of
genetic influences in autism, to be discussed in Section 5. Even so, Hobson’s
emphasis on the direct, inter-subjective quality of much social and emotional
understanding is appealing. In a recent paper, Baron-Cohen (Baron-Cohen et
al. 2002) also moved from the rational connotations of ‘mind-reading’ to a more
relational notion of ‘empathising’. Hobson also provides a framework for
considering how autism might ‘unfold’ developmentally, as a process involving
both the infant and ‘significant others’ in his/her environment, such as carers
and siblings. Yet like the other models discussed in this section, the main focus
of Hobson’s model remains individual: it has relatively little to say about how an
atypical developmental trajectory might affect parents and family. We will
conclude by briefly considering this contextual interplay.

4.7 The family context

Whether or not children with autism behave atypically from the moment they
are born, the effects of their atypical way of relating to others must inevitably be
felt by parents and others in the family:

Jane would allow herself to be cuddled, but only if I didn’t look at her. She
always resisted sitting on my lap unless she was facing away. And I could go to
her with my arms out, just as I had a million times with my boys, but she
would never reach out to me in return ... One day I found my husband ...
smiling at her, the tears rolling down his face, begging her to smile back.

(From Randall and Parker, 1999, p.107)

This poignant account highlights what seems almost self-evident: that caring for
a child with an autistic spectrum disorder will cause perplexity and, at times,
distress. As the extract also illustrates, the unusual behaviour of the child may
evoke equally unusual behaviour in the parent, which may in turn affect the
child. This ‘negative spiral’, extended over a long period, may well account for a
finding by Piven et al. (1994) that some parents of children with autism may
seem to subtly emulate the symptoms of their child, for instance appearing
rather aloof. On the other hand, this finding is also consistent with genetic
evidence, to be discussed in the next section, for attenuated forms of autism in
relatives of affected individuals.

Effects of ASDs on families have been extensively documented. For instance,
DeMyer (1979) described parents who expressed disappointment, depression
and inadequacy, with consequent effects on their marital relationships. Randall
and Parker (1999) suggested that siblings of a child with autism may feel
overlooked, frustrated or embarrassed, and may even feel responsible for the
autistic difficulties. All of these findings underline the importance of providing
support for the family of autistic people wherever necessary.
Summary  Section 4

- Most socio-cognitive approaches to autistic spectrum disorders seek to unify different symptoms in terms of models of underlying functioning.
- Theory of mind approaches argue that difficulties in understanding mental states such as beliefs, intentions and desires are the ‘core’ problem.
- Experimental tests of theory of mind employ tasks such as testing the understanding of false belief.
- Baron-Cohen has identified early developmental milestones such as gaze-following as ‘pre-mind-reading’ skills. Children with autism show less of these skills compared to controls.
- Some individuals with autism pass theory of mind tasks and have some capacity for everyday social understanding.
- Self-awareness is an important skill that goes with more advanced theory of mind performance.
- Frith and Happé have addressed symptoms such as repetitive behaviour and obsessive interests via a ‘cognitive style’ approach.
- Hobson highlights a lack of innate emotional relatedness and a consequent deficit in inter-subjectivity as a key feature of autistic spectrum disorders.
- Effects of a child’s autism on parents and siblings are well documented.

5  Explaining autistic conditions: the biological level

Section 4 focused on explaining the characteristic symptoms of ASDs in terms of socio-cognitive functioning. In this section the focus shifts to the biological level: what biological influences might both trigger and maintain atypical functioning in areas like theory of mind, global information processing and emotional relatedness?

As was emphasized in Section 1, biological perspectives on ASDs reflect several ‘sub-levels’. These sub-levels offer a complex mix of complementary, conflicting or co-existing accounts, both within themselves, and in relation to other levels of explanation covered in the chapter. We start by considering genetic factors that might explain why ASDs often affect more than one member of the same family.
Are there genetic factors in autistic spectrum conditions?

In investigations of whether genetic factors affect behaviour patterns, particular interest focuses on comparisons between identical twin (mono-zygotic or MZ) and non-identical (di-zygotic or DZ) twin pairs. If there is a genetic influence, the concordance rate for MZ twins should be particularly high, because both members of twin pairs have the same genetic material. For DZ pairs the genetic relationship between the twins is the same as that between ordinary siblings. Concordance rates for DZ twins and for siblings should be similar: higher than in the general population, but much lower than for MZ twins.

Studies documenting higher rates of concordance for autistic spectrum symptoms among MZ twins compared to DZ twins, are described in Box 5.8.

5.8 Twin studies of autism (Folstein and Rutter, 1978; Bailey et al., 1995)

Folstein and Rutter (1978) investigated 21 same-sex pairs of twins, including 11 MZ pairs and 10 DZ pairs between the ages of 5 and 23. Each pair included one member diagnosed as autistic. Of the 11 MZ twin pairs, 4 were concordant for classic autism i.e. both twins had autism. Of the 10 DZ pairs, none were concordant for autism. However, the concordance rates rose considerably when all autistic spectrum symptoms were taken into account. Seven out of 11 MZ twins unaffected by classic autism had some autistic type symptoms, particularly involving language. This was true for only one of the unaffected members of a DZ pair.

Folstein and Rutter’s finding have been extensively replicated. Bailey et al. (1995) re-contacted all participants in the earlier study. They re-checked diagnostic and medical assessments and augmented the overall sample, providing data on a total of 25 MZ and 20 DZ same-sex twin pairs. The findings, which are summarized in Table 5.1, confirmed and extended those of Folstein and Rutter. The overall MZ concordance rate for classic autism in this combined study is 60 per cent. However, this concordance rises to 92 per cent if twins showing a broader spectrum of autistic-type symptoms are taken into account. The autism concordance rate for DZ twins is 0 per cent but rises to 10 per cent when autistic spectrum symptoms are included.

<table>
<thead>
<tr>
<th></th>
<th>MZ % concordance</th>
<th>DZ % concordance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both twins autistic</td>
<td>60</td>
<td>0</td>
</tr>
<tr>
<td>One twin autistic; other with spectrum symptoms</td>
<td>32</td>
<td>10</td>
</tr>
<tr>
<td>Total</td>
<td>92</td>
<td>10</td>
</tr>
</tbody>
</table>
The markedly raised concordance for full autism in MZ twins has been interpreted as evidence for a genetic predisposition. The presence of autistic-type difficulties in most of the non-autistic identical twins, and one of the non-autistic DZ twins is consistent with the idea of an autistic spectrum, and suggests a genetic basis for this spectrum.

Activity 5.5

What other explanatory factors might be considered when interpreting these twin studies?

Comment

Some have argued that the concordant MZ pairs developed autism because they were exposed to damaging social influences during childhood, that did not affect the DZ pairs to the same extent. This argument is difficult to sustain. No convincing model has been offered to explain how such difficulties could arise purely from social influences that have such a profound and early impact on identical twins but not on non-identical twins.

If the genetic interpretation of MZ concordance rates is correct, one puzzling question is ‘why are there so many identical twin pairs who are not fully concordant?’ (that is, they share spectrum difficulties, but are not equally severely affected). Folstein and Rutter proposed that the more profoundly affected member of these pairs might have been exposed to additional ‘environmental’ hazards in the womb or during birth. They examined birth records for all twin pairs in their study, for evidence of problems such as a delay in breathing of more than five minutes, or a convulsion, which would be likely to cause brain damage. In a majority of cases the more seriously affected twin had suffered an additional birth hazard. This led Folstein and Rutter to propose a ‘threshold’ model of causation in which a genetic abnormality makes a child vulnerable to developing an autistic spectrum condition, and a birth hazard interacts with this predisposition to ‘push’ the child over the threshold into full-blown autism. Pursuing this argument further, Folstein and Rutter speculated that in some cases (for instance non-concordant DZ twins), brain damage caused by a birth hazard alone might be sufficiently strong to produce autism.

This is an important but controversial model, since it suggests that different cases of autism might arise from different causal influences, working either together or separately. This has been accepted by researchers such as Peeters and Gillberg (1999), who argue that the biological causes of different cases of ASDs are multiple, with only a proportion being genetically triggered.

However, Bailey et al. (1995) provided arguments for a different interpretation of Folstein and Rutter’s data showing an effect of birth hazard. They produced evidence that birth hazards such as a delay in breathing are a
result of earlier ‘sub-optimal’ development due to autism, not a cause of autism. In other words, the members of twin pairs who experienced birth traumas did so because damage that would later result in autism was already affecting robustness and responsivity in the womb. They concluded that autism is a ‘strongly genetic disorder’, in which an initial genetic fault triggers atypical development of the brain and nervous system, which in turn leads to the observed behavioural symptoms and socio-cognitive deficits.

This discussion highlights two different models that identify genetics and brain damage as separable biological influences. Folstein and Rutter’s model sees these influences as ‘adding together’ or interacting, whereas Bailey et al. see them as part of a single chain of influence leading from genes to brain damage to behaviour. Both models allow for environment: the first sees an unfavourable environment in the womb as something that adversely influences the baby before birth; the second sees the baby’s own ‘sub-optimal’ development as influencing his/her environment, for instance by reducing the baby’s intake of oxygen before birth. But this model begs the question of why MZ twins with the same genetic material (and therefore the same genetic ‘faults’) should differ in their foetal robustness. It seems difficult to avoid the conclusion that a two-way interaction between the foetus and his/her pre-natal environment leads to more or less severe outcomes. This indicates the complexity existing among models at the biological level of explanation.

Another question raised by the twins studies is how to interpret the concordance rate for the DZ twins. According to a genetic hypothesis, the rate of concordance in DZ twins should, like that for family members, be higher than predicted by the incidence of ASDs in the general population. Bailey et al.’s data support this prediction. Extrapolating further, families with one autistic member should be relatively likely to have others with ASDs in the immediate or wider family tree.

This has been investigated in a range of research studies. For instance, Bolton et al. (1994) compared the incidence of ASDs in the families of individuals with autism and in control families. The results indicated a significant clustering of autism and autistic type conditions in relatives of individuals with autism, with an overall rate of 20 per cent, very similar to that quoted for DZ twins in the twin studies. Once again, the distribution of symptoms within family members supported the idea of a spectrum ranging from classic autism in some family members to extremely subtle symptoms in others. Gillberg (1991) carried out a similar study in which he looked at the incidence of Asperger’s syndrome and ASDs across three generations of certain families. One of the family patterns is shown in Figure 5.7.
(1) was the original patient. He is an unmarried man of 33 with Asperger's syndrome. He works as a lawyer. (2) is the mother of (1). She is described as highly intelligent with borderline Asperger's symptoms – pedantic and friendless. (3) is the eldest brother of (1). He was diagnosed with classic autism at the age of four and lives in a group home. (4) is the middle brother of (1). He has borderline Asperger's symptoms, including odd pedantic speech. He is married despite his social gaucheness. (5) is the first-born son of (4), aged three. He is described as showing signs of classic autism.

Controversially, Baron-Cohen et al. (2002) suggest a possible evolutionary basis for family patterns of ASDs. Their model embraces the notion introduced in earlier sections, of a cognitive phenotype for autism, characterised by poor understanding of how minds work, coupled (at least in high-functioning individuals) with very good understanding of domains governed by physical laws, such as physics and engineering. Baron-Cohen et al. point to the obsessions that many autistic children have with machines, and provide evidence for precocious understanding of how mechanisms work, among children with ASDs. They also cite survey evidence that professions such as engineering and science predominate among the parents of people with ASDs. They argue that, expressed in a mild form, this way of engaging with the world might have had selective evolutionary advantages. The drawbacks of one or more members of a community having poor social understanding would be offset if these individuals had an enhanced understanding of physical causality, since this would enable them to fulfil useful functions such as constructing robust dwellings, or predicting the path of approaching storms. The full implications of these intriguing ideas have yet to be evaluated.

Overall, the discussion in this section points strongly to a genetic influence in ASDs, but probably does not imply that there is a ‘gene for autism’. Although certain inherited disorders such as phenylketonuria are known to be due to a single gene fault, the twin and family pattern in ASDs are most

Figure 5.7  A family tree showing distribution of ASDs (Gillberg, 1991, p.125)

Phenylketonuria. A metabolic disorder in which excessive amino acid levels in the blood cause brain damage if untreated. Caused by a known fault on a single recessive gene.
likely to indicate influences that are polygenic, due to the combined effects of multiple genes. Ideas about which genes, on which chromosomes, might be involved, and whether these are the same genes in all cases of autism are extremely controversial. Equally, the mechanisms by which genetic and/or chromosomal abnormalities play a predisposing role in autism are not understood. However, it is highly likely that genetic influences have organic effects – particularly on the early development and functioning of the brain and nervous system.

5.2 Do organic influences play a role in autistic spectrum conditions?

Much of the evidence for organic influences, comes from subtle or non-specific types of dysfunction that may vary from one autistic individual to another. Steffenburg (1991) conducted a study of 52 children with ASDs. There was evidence for atypical functioning of the brain and/or nervous system in over 90 per cent of the participants, but in just under 50 per cent, these symptoms were non-specific. For instance, a substantial number of this latter group had epileptic symptoms and/or abnormal electro-encephalograms or EEGs. While deviations from characteristic EEG patterns usually reflect brain malfunction, they do not necessarily indicate what this malfunction is. Other individuals within this 50 per cent group showed atypical composition of the cerebro-spinal fluid (CSF), which circulates around the brain. Samples of CSF, which can be painlessly withdrawn by a small needle inserted into the spinal cord, contain breakdown products from neurotransmitters, nerve cells and synapses. Atypical concentrations may indicate over-production of nerve cells and abnormal functioning of synapses (see Book 1 Chapter 4). In a further 38 per cent of Steffenburg’s cases, autism was accompanied by an additional organic or chromosomal syndrome known to involve brain damage. But in these cases it is not clear whether the brain damage is specifically linked with the autism or with the accompanying syndrome.

Other studies have attempted to investigate specific brain areas involved in autism. Some of the different brain areas suggested by these studies are shown in Figure 5.8 (a) and (b). Relevant findings are discussed here in Box 5.9 and later in Box 5.10.
5.9 Major brain areas implicated in autism

**Frontal lobes** Many researchers (e.g. Ozonoff, 1995) claim that autistic symptoms such as repetitive, inflexible behaviour and social inappropriateness resemble the behaviour of people who have suffered accidental frontal lobe lesions. The frontal lobes are thought to play a major role in **executive function** – planning or programming behaviour to achieve long-term goals. Patients with frontal lobe lesions lose the capacity to plan their behaviour; at times they seem impulsive or uninhibited, making irrelevant, inappropriate or thoughtless responses to a situation; at other times, they go on making the same response long after it has been proved ineffective. Evidence to support this frontal lobe link to autism comes from neuropsychological tests used in diagnosing frontal lobe lesions. Both frontal lobe patients and people with ASDs perform poorly on tests of flexibility in adopting new rules to solve problems. However there is no evidence of major frontal lobe lesions being implicated in autism.

**Cerebellum** One set of studies using fMRI scans (e.g. Courchesne et al., 1988) reported underdevelopment within this area, which is known to play an important role in the control of motor movements, particularly those with a social function such as gestures, posture and expression. An abnormality in the cerebellum could play a role in the impoverished or idiosyncratic non-verbal communication usually associated with autism, but it is not clear how this explanation could be generalized to other symptoms. Ozonoff (1995) offers an alternative interpretation: since the cerebellum is one of several brain areas richly connected to the frontal lobes, primary damage to the cerebellum could be interrupting normal information flow to the frontal lobes, producing executive-type deficits as a ‘secondary’ effect.
Temporal lobes Several PET scan studies suggest atypical functioning. The temporal lobes are the most common site for epileptic seizures associated with autism. They are known to play a crucial role in understanding language, a focus of core difficulties in autism, as well as in memory. Atypical functioning of the limbic system, internal to the temporal lobes, and especially the amygdala, which plays a key role in emotion, has also been implicated in autism (Baumann and Kemper, 1988).

5.3 Causal links and models

There seems little doubt that genetic factors and atypical functioning of one or more areas of the brain and nervous system accompanies some or all ASDs. But this tells us little about the role of these influences in a ‘causal chain’ leading to autism.

As we saw, genetic defects may play a major initiating role, perhaps affecting the development of specific brain areas and systems, which in turn hinder development of specific socio-cognitive functions. The idea that similar brain damage may result from birth hazards, as suggested by Folstein and Rutter, or even from other sources, has not been conclusively disproved. Shattock and Savery (1997) maintain that brain damage in autism is secondary to metabolic disorders in which the chemical break down and digestion of certain food substances releases poisonous bi-products into the blood stream, and ultimately into the brain. Shattock further suggests that the rising incidence of autism noted in Section 2 is due to the effects of raised toxin levels in the environment and foods. Currently such causal claims are highly controversial, though this does not rule out atypical metabolism as a side effect of autism. Rutter et al. (1999) have documented a striking incidence of autistic like symptoms in children adopted from Romanian orphanages, who were subjected to extreme emotional and physical deprivation in the early months of their lives. It is conceivable that this deprivation affected brain function. However, unlike children with classic autism, many of these children showed marked diminution of symptoms once in a nurturing environment.

Equally challenging is to explain how organic influences affect functioning at the biological, socio-cognitive and behavioural levels. Section 5.2 identified a number of major and distinct brain areas. Can these different areas be meaningfully linked, given that each has multiple functions, and given the difficulties pointed out by Ozonoff of identifying primary and secondary influences? How do you extrapolate from such biological links to the difficulties
that people with autism experience and manifest? The need for explanations to traverse levels was highlighted in the Introduction to Book 1, but making the right connections is problematic.

Baron-Cohen and colleagues (1999; 2000) have offered a model that attempts to address some of this complexity, building on Baron-Cohen’s developmental account of mind-reading in Section 4. As we saw, early developing behaviours such as following someone’s gaze, or looking where they are pointing are thought to constitute a mechanism that ‘kick starts’ the capacity to ‘read’ mental states such as beliefs and emotions from people’s behaviour, and particularly from their eyes. Baron-Cohen et al. suggest that in typically developing children, this mechanism is served at the biological level by an integrated brain system involving the amygdala, together with specific sub-areas of the temporal lobe (the superior temporal gyrus) and of the frontal cortex (the orbito-frontal cortex). These structures were shown in Figure 5.8. The theoretical rationale for these ideas derives from a proposal by Brothers (1990) that these parts of the brain have evolved as a ‘module’ specialized for the processing of socially significant stimuli. The essential idea, which was discussed in Book 1 Chapter 2, is that part of the brain is specialized for ‘social intelligence’. The researchers draw on a wide range of evidence to argue that early influences on this system result in atypical brain functioning that produces the characteristic ‘mind-reading’ deficits seen in autism. An experimental test of the model is featured in Box 5.10.

5.10 Testing predictions of the ‘amygdala model’
(Baron-Cohen et al., 1999; 2000)

The experiment involved two participant groups:
- ASD group: six adult participants with a diagnosis of high functioning autism or Asperger’s syndrome
- Control group: twelve non-autistic control participants.

The participants in both groups were matched for mean age, IQ, educational level, handedness and socio-economic status.

Participants were presented with a series of photographs of eyes such as those shown in Figure 5.9, and asked to perform the following tasks. fMRI scanning was carried out while each participant performed the tasks.
- Task A: press one of two buttons to indicate whether the person shown is male or female
- Task B: press one of two buttons to indicate which of two emotions shown at the bottom of the photograph is portrayed by the eyes.
Both faces in Figure 5.9 are female. The emotions portrayed are a) concerned and b) sympathetic.

Both participant groups performed the two tasks with considerable accuracy, though the control group performed better than the ASD group on the ‘mind-reading’ task. The main interest of the researchers lay in the areas of the brain that were activated while performing the ‘mind-reading’ tasks. In the non-autistic group, the areas activated included the left amygdala. In the participants with ASDs, the amygdala was not activated at all, and other areas, such as the superior temporal gyrus were activated more strongly than in the control participants.

The experimenters concluded that the different parts of the brain used by ASD and control participants when responding in task B, reflected the use of different processing strategies. In particular, failure to activate the left amygdala meant that the ASD participants were not engaging with the faces as emotional stimuli. Their reliance on brain areas such as the superior temporal gyrus meant that they were treating the task as a kind of face recognition. i.e. they were assessing the emotional expressions in an atypical ‘non-emotional’ way.

As a theoretical model, Baron-Cohen’s approach has several appealing features:

- it focuses on specific sub-areas of the brain known to have specialized functions, rather than on global areas that have multiple functions;
- it builds on anatomical knowledge of neuronal connections to integrate different sub-areas of the brain into a single functional system;
- it builds on neuropsychological findings to predict how atypical system functioning will affect the socio-cognitive skills of people with atypical ASDs.

Such experimental results as those in Box 5.10 also provide a biological basis for Happé’s (1994) finding that some people with ‘high functioning’ autism or Asperger’s syndrome pass Theory of Mind tasks without having full social...
understanding. The suggestion that they learn ‘solutions’ in an atypical way is supported by the present findings suggesting that different brain functioning is involved. A difficult challenge for such an approach is to explain differences in functioning across the spectrum: on the one hand, the majority of people with autistic spectrum disorders fail Theory of Mind tasks, and the Baron-Cohen et al. result does not bear directly on their failure. On the other, the notion that elements of the cognitive phenotype for autism are present in ‘normal’ individuals outside the spectrum (see Section 4.5) begs the difficult question of whether their brain function is also atypical.

Another problem is that the amygdala model makes no mention of structures such as the cerebellum and frontal lobes, which have been implicated in autism by other researchers. Does this mean that separate models are required to explain the role of these structures? Answers to these questions are beyond the scope of this chapter, but they indicate that current understanding of brain functioning in autism is provisional.

The problem of reconstructing the developmental trajectory also re-surfaces here. Studies of adult brain dysfunction do not tell us what biological influences were at play before or at birth, how they might have altered the typical course of brain development and the individual’s interactions with his/her environment. Observed atypicalsities of brain function may even develop as a result of autism. Though the notion of neural plasticity is usually associated with beneficial change to the nervous system as a result of experience, it can also imply detrimental change. In an elegant and wide-ranging article, Schore (2001) argues that healthy development of brain structures like those in Baron-Cohen’s model occurs during a critical period in the child’s infancy subject to the regulating effects of the child’s interactions with his/her caregiver. It is therefore possible that the impoverished social interaction experienced by autistic children over time induces negative plastic changes. This controversial idea does not preclude the infant entering the world with an innate difficulty in social engagement. However, it does echo Hobson’s (1993) idea that such a starting point could trigger a ‘negative spiral’ in which the capacity for social engagement becomes progressively more flawed. According to Schore’s model, this spiral constitutes a complex cycle of interaction involving behaviour, social cognition and brain function.

**Summary Section 5**

- Twin and family studies provide strong evidence for genetic influences in ASDs, and for a spectrum ranging from classic autism to subtle borderline symptoms.
- One model linking genetic influences to organic dysfunction sees genetic influences as triggering a single causal chain; another suggests that
organic dysfunction may occur independently and add to or interact with genetic vulnerability.

- Evidence for brain and neuronal dysfunction ranges from non-specific EEG findings to neuropsychological and fMRI data highlighting specific brain areas including the frontal and temporal lobes, cerebellum, limbic system and amygdala.
- The amygdala model of autism suggests links between findings at biological and socio-cognitive levels, but is currently speculative.
- Impaired social interactions between the infant and his/her caregiver may have a detrimental effect on organic functioning.

### 6 Helping people with autistic spectrum disorders

In this section we will consider approaches to providing help and support for people with ASDs. Most interventions are designed for children, but we will also touch on the developing range of interventions aimed at adults. Another dimension to consider is the extent to which such interventions target the specific needs of the different sub-areas or groups highlighted throughout this chapter.

Practical developments in diagnosis, therapy and education span the three levels of explanation, from observable behaviour to socio-cognitive functioning and biology. Most of the work is directly or indirectly informed by the account of symptoms in Sections 2 and 3, and by the theoretically oriented work represented in Sections 4 and 5. One ‘behavioural’ approach considered here is intentionally more pragmatic in its rationale, illustrating a different theory–practice relationship. As before, the various perspectives may contradict, complement or just co-exist with one another.

First we will consider some approaches that appear to ‘fly in the face’ of both theoretical and practical understanding by claiming to ‘cure’ autism. This preliminary discussion will provide an assessment of the therapeutic and ethical principles that should guide practical interventions.

#### 6.1 The myth of ‘miracle’ cures

Over the years since Kanner’s first description of autism, a number of practitioners have claimed, dramatically, that particular therapeutic procedures effectively amount to ‘cures’. To the parent or family of a person with autism, these approaches have understandable appeal, even if only on the principle of
‘try anything if it might help’. But careful scrutiny has invariably raised serious doubts about the claims, and has suggested that in some cases these approaches may be actively harmful.

The psychoanalyst Bettelheim described his approach in his book *Empty fortress: infantile autism and the birth of self* (Bettelheim, 1967). He maintained that cold and rejecting behaviour on the part of parents, and particularly mothers, was responsible for the ‘autistic withdrawal’ of their children. His ‘treatment’ involved separating children from their parents and caring for them in a special ‘therapeutic’ environment, designed along psychoanalytic lines. His book describes apparently dramatic improvements in the emotional adjustment, speech and behaviour of children treated in this way. However, the claims did not stand up to critical evaluation (Jordan, 1999; Rutter, 1999). Indeed, as Paradiz (2002) notes, Bettelheim probably exaggerated his credentials as an academic and psychoanalyst, and falsified his data. A visitor to the centre in the 1970s stated:

... there were locked doors everywhere – it is claimed “to keep the world out” – and I caught only a brief glimpse of a pupil ... For the first year the child is completely separated from his parents and after that only limited visiting is allowed – perhaps 2 or 3 times a year.

*(Roth, Personal communication, 1976)*

This procedure caused untold distress to parents, and the stigma and guilt that they experienced as the original ‘perpetrators’ of their children’s problems lasted for many years. Several decades on it seems astonishing that involuntary separation of children from their families could be justified and implemented following one specialist’s unconfirmed theoretical perspective.

Another controversial approach, introduced in the 1980s, was known as ‘holding therapy’. It was enthusiastically endorsed by the ethologist Tinbergen (Tinbergen and Tinbergen, 1983) and the clinical psychologist Richer (Richer, 1987). They believed that the origins of autism lie in profound anxiety that prevents children from establishing appropriate social bonds with parents and others. The therapy itself, pioneered by the psychiatrist Welch (1983), aimed at overcoming fear of emotional contact by close and sustained physical contact between the child and his/her mother, usually with the child sitting on the mother’s lap and facing her. The role of the therapist was to help the mother initiate and maintain the hold, and to develop direct eye contact. As the child would typically find such close and prolonged contact disagreeable or frightening, considerable force was often needed to maintain it. Welch claimed some striking therapeutic successes in individual cases (Welch, 1983). But both parents and professionals have cast serious doubt on these claims and suggested that the procedure was actively harmful (Rutter, 1999). Hocking (1987) tried the technique with her son over a three year period:
After I stopped the therapy, it took me a long time before I could see the whole experience in perspective and was appalled by some of the things we had done... my son’s response to our attempts to blast a way through his protective wall was to withdraw even further.

(Hocking, 1987, p.15)

Such failures highlight the importance of establishing sound guidelines for evaluating proposed interventions.

6.2 Evidence based practice

Box 5.11 sets out a framework of relevant questions for evaluating practice. You will notice a considerable overlap with the design considerations for an appropriately controlled and ethically sensitive experimental study. There are, of course, difficulties in applying rigorous experimental standards in the complex real-world setting we are considering here. But given what is at stake, sound theoretical grounding, valid claims about efficacy, and ethical procedures are necessary standards for practice. Rutter observes ‘It has become generally accepted that all of us, as clinicians, need to base what we do on solid empirical research findings' (1999, p.169). This approach, which is widely advocated in clinical psychology, is known as evidence based practice.

We will evaluate Bettelheim’s and Welch’s approaches in light of the criteria in Box 5.11, and refer back to them in subsequent discussion.
2 Methodological considerations

Do tests of the procedure employ a relevant group of participants? Participants involved in a proposed therapeutic procedure for autism/ASDs must be shown to have an appropriate diagnosis. Otherwise the fact that it succeeds says nothing about its application to autism. There was no evidence that Bettelheim employed widely accepted diagnostic criteria for autism. His participants may well have been emotionally disturbed, or have come from emotionally dysfunctional families, but this is not the same thing. Similarly, Welch explicitly offered her therapy for a wide category of childhood emotional disturbances. Since there was apparently no attempt to secure differential diagnoses for participants, it would be unjustified to draw any specific conclusions about effects on autism. This illustrates the benefits of systematic diagnosis following agreed criteria as outlined in section 2.

Can reported successes clearly be attributed to the intervention as opposed to confounding factors or chance? Once again, neither Bettelheim nor Welch carried out their work in the kind of systematic way that would permit answers to these questions. For instance, no attempt was made to compare the efficacy of the therapeutic procedure with that of an alternative 'control' procedure.

What are the criteria for success? e.g. does the effect last? Does it generalize to a range of situations or to individuals beyond the participants? Again, both Bettelheim’s and Welch’s work was flawed by the fact that success was based on the therapist’s subjective evaluation of single cases, that there was no proper follow-up and no clear effects on the well being of the children.

3 Ethics

Can the intervention be carried out in an ethically acceptable way that does not cause distress to the child with autism or his/her family? Bettelheim’s approach clearly raised serious ethical questions. Holding therapy is also ethically questionable. For instance, it advocates deliberately distressing the child in order that the parent can overcome emotional negativity, and persisting in holding even though this is disagreeable.

Most practitioners these days are extremely wary of therapeutic procedures that are presented as ‘cures’. Some effects of autistic spectrum disorders are seen as ‘life long’. However, there is much scope for improving the life situation of people with ASDs, employing sounder principles for intervention.

6.3 Developments in early identification

Section 2 indicated that securing a diagnosis for a child can be a complex process. People with Asperger’s syndrome are especially likely to remain undiagnosed and to grow up considered eccentric or socially aloof.
Therefore, improving identification techniques offers one way to address practical needs.

Is it necessarily better for individuals to receive a diagnosis that ‘labels’ them as early as possible?

For children with severe autism, the benefits of early identification almost certainly outweigh the drawbacks. They are more likely to receive treatment for any medical problems and to gain access to specialist services and appropriate educational support. For children with mild or borderline ASDs, there may be arguments for keeping the boundaries blurred. Yet Clare Sainsbury writes:

Finally getting the right label was one of the best things that has ever happened to me. By my teens I was seriously depressed after years of being different and not knowing why, and believing that, since no-one gave a name to my problem, I must just be imagining it, or not trying hard enough (after a decade of trying very hard and failing very hard to be like everyone else). This experience was shared by many other people with Asperger's.

(Sainsbury, 2000, p.31)

Significant progress in early identification comes from instruments such as the CHAT (Checklist for Autism in Toddlers, see Box 5.12, Baron-Cohen et al., 1992; 1996). This instrument seeks to shift the focus of diagnosis from outward signs towards symptoms that are part of the core socio-cognitive deficit, and this illustrates the fruitful interplay between theoretically driven research and practice.

5.12 Developing and using the CHAT

(Baron-Cohen et al., 1992; 1996)

The CHAT consists of a questionnaire for parent and health visitor about behaviours thought to serve as early ‘building blocks’ for the development of mind-reading skills, in particular gaze monitoring, proto-declarative pointing and pretend play (see Box 5.5). These questions are mixed with questions about other developmental milestones, for example:

‘Does your child ever use his/her index finger to indicate interest in something?’ (Proto-declarative pointing.)

‘Does your child like climbing on things, such as up stairs?’ (General motor development.)
Baron-Cohen et al.’s (1992) first CHAT study, mentioned in Box 5.5, established that the three key behaviours were present in typically developing children by 18 months. They were absent from the behavioural repertoire of a group of older children diagnosed with autism, and from some 18 month old siblings identified as genetically ‘at risk’.

Baron-Cohen et al. (1996) collaborated with health visitors and GPs on the screening of 16,000 children in Southeast England. The CHAT was administered during a routine developmental check-up at 18 months. Out of all children screened, 12 failed on all three critical items from the CHAT. On further assessment, using a range of the diagnostic instruments described in Section 2, 10 of these children were diagnosed as autistic. The remaining two received a diagnosis of ‘developmental delay’. (This means that they were markedly late in achieving significant developmental milestones, particularly in the area of language and communication. Further delay in this pattern might meet criteria for a spectrum disorder.) Another 22 children failed to show either or both proto-declarative pointing and pretend play. Fifteen of this group also received a diagnosis of developmental delay.

From this study the researchers concluded that the CHAT is successful in screening for the absence of a core group of behaviours, which carries an 83.3 per cent risk of autism. The CHAT was seen as making a useful contribution to early identification of autism, though not as a diagnostic tool in itself.

We can evaluate this study in light of the criteria in Box 5.11.

Theoretical rationale: The approach is extensively grounded in the empirically well supported ToM framework.

Methodological considerations: The approach includes many methodological checks: the questionnaire was ‘pre-screened’ to identify key indicators; the study included a very large population; children initially identified by the CHAT were extensively assessed using diagnostic tools such as DSM-IV. However, the test is not 100 per cent reliable. It is, in principle, possible for children to pass the test and yet later develop the symptoms of autism (known as a ‘false negative’).

Ethics: The procedure is conducted in a sensitive way, involving the child with parent and health visitor at a routine check-up. However, children who fail on the three ‘target’ behaviours automatically become part of the group further assessed for autism. If children so assessed turn out not to meet diagnostic criteria (known as a ‘false positive’) this could be a needlessly upsetting experience. In this study, 10 of the children picked up by CHAT did receive a diagnosis of autism, and the remaining two received a diagnosis of developmental delay.
A second ethical problem is that parents did not know that the checklist included with the routine 18 month check-up was actually screening for autism. Had they known, some parents might have withheld their consent.

The ‘false negative’ and ‘false positive’ problems have both been addressed in a follow-up study (Baird et al., 2000). In current use of the CHAT, the false positive rate is almost zero, and the false negative rate has been substantially reduced by a second administration of the questionnaire after an interval. The CHAT is one of a developing range of screening questionnaires aimed at improving early identification across the autistic spectrum: others have been developed for the specialized problem of identifying older individuals with ‘high-functioning’ symptoms.

6.4 Treating behavioural symptoms

The Lovaas approach focuses specifically on changing ‘autistic’ behaviour (rocking, obsession with objects, idiosyncratic speech or no speech). The approach, elaborated and practised by Lovaas and colleagues for more than thirty years, rejects the notion of explaining autism in terms of underlying or core problems – whether these are at the socio-cognitive or biological level. It has its roots in the behaviourist tradition, described in Book 1, Chapter 3; its key assumptions are described in Box 5.13

Key assumptions are:

1. Autism is characterized by behaviours that are detrimental or destructive to the child and/or to those around him or her.
2. The search for ‘underlying causes’ of autism may be theoretically misguided and is irrelevant to developing effective therapy.
3. Learning plays a central role in the autistic child’s failure to acquire ‘desirable’ behaviours (such as physical contact with others), and in his/her acquisition of ‘undesirable’ behaviours (repetitive behaviours that may be injurious or anti-social, such as head banging, destruction of objects, taking clothes off in public etc.). Therefore behaviour modification is an appropriate technique for changing these behaviours.
4. The key to behaviour modification therapy is to analyse the child’s behaviour into ‘managable’ components, that can be individually tackled.
5. An important extension of this approach (introduced in the 1980s) is training parents to carry out the therapy themselves at home.
In a typical application of these principles, the parent or therapist might decide to focus on a child’s use of compulsive questioning. By consistently refusing to acknowledge or pay attention to these questions, the parent seeks to avoid providing reinforcement for them (see Book 1, Chapter 3). However, if the child seeks the parent’s attention without resorting to compulsive questioning, he or she is positively reinforced by receiving the therapist’s attention. In this way, the therapist aims to ‘extinguish’ undesired behaviour, and increase and ‘shape’ desired behaviour. (See Chapter 2 for a discussion of how learning theory has also contributed to a treatment for PTSD.)

Lovaas’s approach has been reasonably effective in helping children with ASDs to control undesirable behaviours, especially those that are self-destructive, or anti-social to family members. It has also enabled impassive children to learn gestures such as smiling and waving, and previously mute children to acquire elementary language responses. Involving parents as the key providers of therapy obviates the need for therapy to be carried out in the unfamiliar environment of hospital or clinic, and this emphasis on home-based therapy has been emulated in many other therapeutic approaches.

Lovaas (1996) claimed that an intensive home-based programme during the pre-school years can ‘normalize’ functioning in about two-fifths of children with autism, and argued that these findings were inconsistent with neuropsychological models of autism. Note that in this instance the flow of ideas is from clinical practice to theory, rather than from theory to clinical practice.

Despite its benefits, criticisms of Lovaas’s approach arise when we apply the criteria in Box 5.11:

**Theoretical rationale**: the approach is intentionally ‘atheoretical’ in addressing symptoms and rejecting the need to understand ‘causes’. However, the idea that autism is purely a problem of faulty learning is difficult to reconcile with substantial evidence for genetic and organic dysfunction, which in turn are linked to deficits in planning behaviour and in social understanding.

**Methodological considerations**: critics have argued that Lovaas’s selection of participants is ill-defined, and that the design of the interventions cannot exclude improvements due to confounding factors. Lack of generalization is a key problem: while children can be trained to make responses such as ‘Can I have a biscuit?’, this behaviour does not generalize into the command of syntax, semantics and pragmatics that is required to use language flexibly in different social situations. Similarly, though a child can be taught social responses such as smiling or waving, he/she may not have acquired an understanding of the subtle significance of these gestures in complex social interactions.

**Ethics**: Lovaas’s approach requires a tremendous commitment of time (40 hours per week for the intensive programme) and emotional strength. These are likely to be beyond many parents’ capabilities and may accentuate the kinds of family tensions mentioned in Section 4. Lovaas’s approach also gives
therapist and family the power to decide what behaviour is ‘undesirable’. This carries the danger of requiring a child to conform to his/her family’s particular cultural stereotypes of what behaviour is socially acceptable, as opposed to helping the child to overcome behaviour that is actually damaging to self or others.

In its ‘pure’ form then, Lovaas’s approach is controversial. However, elements of behaviour modification are included as a complementary feature of many educational and home-based therapy programmes. Some parents appear naturally gifted therapists: Tito’s autobiography (Mukodpadyhay, 2000) describes subtle forms of behaviour modification that his mother intuitively combined with other strategies to help him to control problematic behaviour and develop his potential (you can see a clip of Tito and his mother on the fOCUS CD-ROM).

6.5 Developing socio-cognitive skills

Some recent approaches are directed at helping people with autism to establish theory of mind type skills. The rationale, in contrast to behaviour modification, is that this will bring about relatively fundamental psychological change and social adjustment rather than tackling ‘surface’ symptoms. Experimental work by Hadwin et al. (1996) demonstrated a way of teaching mental state understanding to children with ASDs. Patricia Howlin and colleagues (Howlin et al., 1999) elaborated this as a programme for practitioners and carers to use with children (see Box 5.14).

### 5.14 Teaching mind-reading skills (Howlin et al., 1999)

The approach offers detailed materials and instructions for helping children tackle three main areas of mind-reading skills: Understanding emotions; understanding ‘informational states of mind’, such as beliefs; pretend play. In each of these areas the training materials are arranged in order of difficulty so that the child progresses from learning about simple mind-reading skills to more complex ones. For instance, the training material for emotions are arranged to tackle the following skill levels:

- **Level 1**: ability to recognize from photographs facial expressions such as happy, sad, angry, afraid.
- **Level 2**: ability to recognize expressions as in Level 1, but from facial cartoons.
- **Level 3**: ability to predict how a character will feel given a situation depicted in a picture (e.g. fear when an accident is about to happen).
- **Level 4**: ability to identify a character’s feelings (happy or sad) according to whether their desires (e.g. to go to the movies) are satisfied.
- **Level 5**: ability to recognize emotions caused by a character’s belief about a situation e.g. a child wants to go to the movies and thinks their mother is taking them.
Figure 5.10 illustrates a teaching page for Level 5. In each area, the teacher works through a whole series of such pictorial examples with the child and tests that the child has understood the principle being taught, before moving onto a different example. In this way the approach seeks to ensure generalization of the skill across different examples and to the next level of difficulty. The situations illustrated are as near as possible to real-life situations that the child might experience. However, as Figure 5.10 shows the approach could be seen as encouraging a ‘pictures in the mind’ notion of how other people think.

Some success has been achieved with these materials, including the key step of helping children to generalize from the materials to situations they have not previously encountered (e.g., Hadwin et al., 1996).

Again, we can use the criteria in Box 5.11 to evaluate this approach.

Theoretical rationale: The programme has a firm grounding in ToM research, which predicts that children will benefit from techniques designed to enhance mental state understanding.
Methodological considerations: Hadwin et al.’s 1996 study constituted an acceptable ‘pilot’, employing appropriate participants and evaluation of the success of the measure. However it may be that what the child learns here is a set of rather ‘wooden’ or theoretical skills for interpreting social situations that will not generalize into skills for entering social interactions.

Ethics: The fact that the child is taught a somewhat ‘mechanical’ view of how minds work could be seen as an ethical problem. This concern is tackled in an interesting, though small scale study by Hsiao Yun Chin and Bernard-Opitz (2000). In an intervention with three boys diagnosed with ‘high-functioning’ autism, they focused not on theory of mind per se, but on the conversational skills that are a practical manifestation of theory of mind. They taught the boys the skills of initiating and maintaining a conversation, taking turns and listening attentively, and changing conversational topic. The intervention was moderately successful: one child showed particular improvement, and the parents/carers of all three children rated the training as very effective. Yet the children’s’ performance on experimental tests of false belief showed no improvement as a result of the training, suggesting a dissociation between experimental ‘mind reading’ and practical, everyday skills associated with understanding other minds.

This once again highlights the complex implications of the ToM approach. Theoretical insights are translated here into practical applications, but these applications may in turn call for modifications of theory or further revision of the applications.

6.6 Biological treatments?

Evidence that biological influences play an important role in autistic spectrum disorders might suggest that the most effective therapies are biological. In practice therapeutic approaches targeted at biological functioning are particularly problematic. Genetic and neuropsychological influences in autism are not reversible, given the techniques of medical science available at the time of writing. Though studies in the field of molecular genetics have begun to offer provisional insights into which genes might be involved, there is no immediate prospect of interventions that could reverse these effects. In addition, we saw that influences at the biological level are only part of a complex causal and developmental process. An effective biological therapy would need to intervene in this process from a very early stage.

Despite the lack of therapies that address core biological influences, there are some important therapeutic interventions for symptoms that may accompany
autism. Steffenburg's study, mentioned in Section 5, indicated that autism often occurs with epilepsy and/or may occur alongside another major medical syndrome that needs treating. Excessive hyperactivity and repetitive symptoms such as head banging need to be managed to avoid self-injury. While behavioural modification techniques described earlier are preferable, it may be necessary to prescribe drug treatments that influence brain function. One theory is that hyperactivity and repetitive behaviour is caused by the abnormal levels of the neurotransmitter called serotonin noted in some people with autism. A drug called fenfluramine, which reduces serotonin levels, has been quite effective in managing these symptoms. However, an earlier claim that it acts as a treatment for autism has, like other ‘miracle therapies’, been discredited.

This discussion would not be complete without mention of diet-based treatments for autistic spectrum disorders. A number of parents claim that special diets (especially those free of wheat-based or cow’s milk-based products) alleviate their children’s symptoms, and enhance their skills. However sceptics (e.g. Rutter, 1999) argue that when such treatments are systematically evaluated, there is no evidence to support them. The theoretical rationale for such diets is not clear: the hypothetical effects of metabolic disorders on the brain (see Section 5), would occur early in development and would therefore not be reversed by a retrospective change of diet.

**Activity 5.7**

Consider such dietary approaches in light of the Box 5.11 criteria. Is there any theoretical rationale? Do anecdotal reports that they are effective in specific cases count as success? What ethical concerns might arise?

**Comment**

Turn to the end of this chapter for a discussion of these issues.

### 6.7 Integrated approaches

As we have seen, the individual needs of people with ASDs differ, depending on severity, age, life situation and coping strategies. At all stages, education and personal growth are as important as therapy per se. This section illustrates approaches that support and foster individuals within a broad educational and therapeutic framework. Such approaches seek to address key features of autistic disability (such as the need for structure, routine, and difficulty interpreting puzzling social messages), key features of autistic skill (for instance, precision, accuracy and tolerance of repetition) and the specific needs and outlook of the
individual. The framework considered here is Treatment and Education of Autistic and related Communication handicapped Children (TEACCH), originally developed in North Carolina. It is widely used in UK school and home settings, and is one of several educational frameworks recommended by the NAS (see Box 5.15).

**5.15 The TEACCH framework**

Key principles are:

1. **Provision of structure**, both in the person’s environment and in the approach to teaching, which is typically one-to-one.
2. **Emphasis on identifying and harnessing skills**, particularly visual perception and memory, precision, accuracy and tolerance of repetition.
3. **Evaluation of individual therapeutic needs on a regular basis**, and the use of socio-cognitive and behavioural therapies as necessary.
4. **Empowering parents by encouraging their full participation**.
5. **Emphasis on developing independence**, and generalizing from learning experiences in order to master a range of everyday situations.
6. **Training for practitioners that emphasizes a ‘whole person’ approach.**

In implementing these principles a key technique is visual structuring of the person’s environment and teaching. For instance, pictures, symbols, or objects may be set out on a TEACCH board, to help the person in structuring space, concepts, tasks and activities. The board may serve as a visual timetable by presenting photographs of activities in the order in which they are to be carried out.

An adult service manager reviewing the implications of TEACCH for different settings gives the following example of a home intervention.

*A young lady living at home had become extremely anxious and nervous about changing her clothes, wanting to wear the same things all the time and seeming to find a security in doing so. Trying to encourage her to change had become a time of stress and tension for all concerned.*

**TEACCH principles were applied as follows:**

<table>
<thead>
<tr>
<th>Establishing visual boundaries</th>
<th>Seven small coloured baskets were organized – one for each day of the week, and labelled.</th>
</tr>
</thead>
<tbody>
<tr>
<td>How much?</td>
<td>One complete set of clothes was put into each of the daily baskets.</td>
</tr>
<tr>
<td>When have I finished?</td>
<td>Once she was dressed in the clothes each day the empty basket was upturned onto the other empty baskets.</td>
</tr>
<tr>
<td>What next?</td>
<td>At the end of the day the new basket of clothes was put out for the next day, and she put what she was wearing into the family laundry basket.</td>
</tr>
</tbody>
</table>
Once the system was understood this young lady took to using it without problems, and nightly traumas about changing clothes faded away. Her independence has been developed by involving her in the setting up of the baskets for the week at the weekends.

(Robinson, 1997, pp.8–10)

We can again evaluate TEACCH against the criteria given in Box 5.11.

**Theoretical rationale**: The approach draws on a range of theoretical insights, particularly the need to interpret inappropriate behaviour and anxiety in the light of both central coherence and ToM type difficulties. It also embraces established therapeutic principles from fields such as behaviour modification.

**Methodological considerations**: The success of TEACCH depends crucially on its adaptability to individual needs, and therefore documented cases of individual success – as illustrated by Box 5.15 – are relevant, as well as more systematic reviews of overall success. A recent longitudinal study by Persson (2000) tracked the progress of a group of autistic men living in a group home, who participated in TEACCH for the first time. Over a period of two years or more, there was clear evidence for improvement in behaviour problems, sense of independence and well-being, as well as a reduced need for staff monitoring.

Some practitioners express concern that TEACCH is an external ‘prop’ that, because it is not internalized, relies on the parent or carer to maintain it. Powell and Jordan (1997) state that children may regress in their behaviour and stress levels on moving away from a TEACCH based system. As such, TEACCH is best suited to the needs of people with more extreme ASDs. However, Golding (1997) describes how TEACCH and other principles have been incorporated into an impressive programme for ‘high functioning’ adolescents. The programme fosters the move from individual activity to group work in which participants provide each other with reflections and encouragement and offer mutual support. Golding’s approach illustrates the benefits of a procedure tailored to the special therapeutic needs of ‘high functioning’ individuals. They are encouraged to use their capacity for self awareness as a basis for sharing experiences with similar others, thus offsetting a sense of isolation.

**Ethics**: Like other integrated programmes, TEACCH has many positive ethical features. In particular, it is flexible to individual needs, considers dignity and general well-being, and by empowering parents to administer the programme, reduces their feelings of helplessness.
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- Bettelheim and Welch’s approaches to ‘curing’ autism do not stand up to scrutiny, and raise serious ethical problems.
- Key features of an ‘evidence based practice’ approach are sound theoretical rationale, appropriate methodology and ethical standards.
- The CHAT provides a tool for improving early identification of ASDs; other screening tools are in development for older people.
- Lovaas’s behaviour modification approach is controversial in its assumptions about cause, and its viability as a ‘pure’ approach, but has usefully informed a range of interventions.
- The ToM approach informs both Howlin et al.’s programme for teaching mental state understanding, and a more naturalistic intervention aimed at enhancing social understanding.
- Biological therapies may be necessary for particular symptoms, but do not currently tackle core biological influences.
- TEACCH offers an integrated, multi-perspective approach, and has been adapted to promote group work for ‘high-functioning’ individuals.

Conclusion

This chapter has introduced an extremely rich and complex area in which new approaches and findings are constantly appearing. The diverse activities of psychologists and others in this area have been illuminated.

Discussion throughout the chapter has maintained several different but interwoven threads. Think first of the original twin goals of work on ASDs: establishing theoretical understanding and providing support and therapy. It should now be clear why these goals, and the means to pursuing them are inextricably connected. For instance, diagnostic practice has underlined characteristic groupings of symptoms but has simultaneously drawn attention to the variations among these groupings. This has fostered research into the ways in which different sub-groups across the spectrum operate in ToM or global processing tasks, which has in turn suggested new ways of diagnosing ASDs, and highlighted the need for therapies ‘tuned’ to different groups. Research studies highlighting socio-cognitive deficits have also informed therapeutic practices, but these have in turn questioned theories about which types of social understanding are most relevant to an individual’s adjustment in the real world.

The pursuit of the twin goals has a further theoretical ‘spin-off’. Investigations of why people with ASD behave or experience the world as they do tell us
much about the foundations of more typical behaviour and experience. For instance, a crucial feature of Baron-Cohen’s developmental mind-reading model is how skills such as gaze monitoring pre-figure the development of ‘mind-reading’ within typical development. This ‘information processing approach’ to social engagement with others has been countered, and latterly modified, in the light of Hobson’s radically different idea that people’s interpersonal relations have an ‘empathic’ quality.

Here we have gained insights by contrasting typical and atypical development. Yet paradoxically, research on ASDs has also taught us to be wary of assuming clear-cut boundaries between what is typical and atypical. The notion that mild forms of autism are essentially variations on the ‘norm’ and are represented in the general population as a cognitive style or phenotype has surfaced at several points in the discussion. Indeed the characteristic ‘cognitive style’ associated with ASDs has been shown to have advantages and in some cases to go with exceptional talent.

All this poses a significant conundrum: that developments in autism research and practice are advancing simultaneously on two seemingly contradictory fronts. On the one hand there is a move to define, explain and support ‘difference’ – whether between people with ASDs and others, or among spectrum sub-groups themselves. On the other hand there is growing emphasis on continuity – on shared features of behaviour and experience across and beyond the spectrum, and on our common needs as human beings. There is no easy way to reconcile these contrasting strands, but an analogy from another field may help. Think of the spectrum of visible light: for some purposes it is useful to consider it as a series of quantitatively different wavelengths that are on a continuum – not only with each other, but with other forms of energy such as X-rays and ultra-violet, which we don’t see at all. At other times, it is more appropriate to think of this spectrum more as we actually perceive colour: as relatively discreet perceptual categories (red, blue, green etc.) that are experienced as qualitatively distinct from one another and from energies that we don’t see. Both approaches have their place in our conceptual and practical scheme of things. This duality occurs in many fields of human experience and it is a particular attribute of human cognition to be able to operate and flourish in both.

A second major thread has been the variety of perspectives that inform work on autism and the ways they interrelate. We have noted a valuable role for diverse research and practice within and across at least three different levels – symptomatic/behavioural, socio-cognitive and biological. We have also considered ways in which these different perspectives complement each other, and areas in which they conflict. Does that mean that all approaches on offer should be given equal weight? Not really. There is a clear argument for favouring models that offer a coherent theoretical framework, that are compatible with a range of empirical findings, and that guide further work
along appropriate paths. If there are choices between such models, then it makes sense to favour those that offer the clearer, more cogent explanations. As we saw, very similar principles apply to practice.

Thus it would be misguided to deny that biological influences and socio-cognitive influences play key roles in the development of ASDs: there is much careful research providing evidence that cannot be explained in other ways. Explaining just how these influences interact with each other and with other levels of explanation is, as we saw, more difficult. While there are persuasive links between the functioning of some brain areas and ToM type skills, this leaves other identified brain areas (such as the cerebellum) and other socio-cognitive skills (such as global processing skills) out of the frame. Models such as Baron-Cohen’s, which seek to make these wider links, are at best provisional and leave the therapeutic implications unclear. A yet harder challenge is to build into such models a development trajectory in which biology, cognition and behaviour both influence and are influenced by the multi-faceted environment that surrounds the human organism. The chapter hinted at difficult tensions between this and known biological and cognitive constraints: in what ways can the child influence and be influenced by the immediate environment of his/her family? How might environmental privation influence biological mechanisms? How should the notion of such ‘transactions’ influence the design of interventions?

The chapter has also illustrated the important role of ‘insider’ accounts in modifying, extending, and even challenging conclusions based on outsider evidence. In particular, insider accounts have echoed growing theoretical reservations about the idea that people with ASDs necessarily lack forms of social or self insight. The self insights featured in this chapter may be unusual, but they are striking and poignantly clear. They have done much to transform accepted stereotypes of what it is like to have an ASD, and practical approaches, such as Golding’s, that seek to develop reflexivity and empathy are to be welcomed.

Finally, work on ASDs has come far since Kanner and Asperger, yet both contributed prescient insights: Kanner’s notion of an ‘innate inability to form the usual, biologically provided, affective contact with people’ and both Kanner’s and Asperger’s emphasis on special or exceptional skills, informed their clinical practice and remain as central themes in current work.

**Comment on Activity 5.1**

Christopher: lack of eye contact and loss of language indicating qualitative impairments in communication (area 2) and possibly a lack of social reciprocity (area 1). Symptoms developed below 36 months.
Alison: ‘living in own world’ suggesting qualitative impairments in both social interaction (area 1, particularly not sharing interests, lack of social reciprocity) and communication (area 2, apparently she does not speak). Rocking indicates repetitive activities, and musical interests could reflect a preoccupation (area 3).

Gunilla: her rather idiosyncratic understanding and use of language could reflect a subtle communication impairment (area 2). However her difficulties, which are not well captured by the diagnostic criteria, probably reflect a less severe spectrum disorder – see Section 3.

Tito: fascination with calendars suggests a preoccupation (area 3). However, his command of language to describe this obsession seems at odds with several criteria in area 2. Tito also has areas of outstanding talent – especially poetry, which fits with the descriptions of ‘savant’ skills in sections 2.3 and 3.3. He is almost certainly in the small minority of individuals whose autism goes together with ‘savant syndrome’.

**Comment on Activity 5.7**

Since the discussion of dietary therapy given in this chapter is very limited, we can only tentatively apply the criteria in Box 5.11

1. **Theoretical rationale:** the causal mechanisms that might link a disorder of metabolism to an effect on brain function are unclear. Autism has an onset before 36 months of age, so any metabolic defect would have to be present at, or soon after birth in order to affect developing brain function. Such a chain of events cannot be ruled out, but it cannot easily be verified, and it does not explain why a diet undertaken at a much later age should have any effect on autistic symptoms. The metabolic theory also appears incompatible with the large and robust body of evidence favouring other, particularly genetic, influences. Some researchers do claim, controversially, that it is genetic influences that render children vulnerable to metabolic disorders, which in turn cause autism. However, it is equally possible that metabolic defects are the result rather than the cause of autism.

2. **Methodological considerations:** there is little doubt that some parents of children with ASDs find special diets of help in reducing some of their children’s symptoms. The journal of the National Autistic Society, *Communication*, has featured reports from parents who endorse the use of special diets. Individual success stories such as these should not be rejected, but must be balanced against the reports of parents who do not find special diets helpful. Since these claims are contradictory, it cannot be ruled out that any beneficial effects are not directly due to changing the child’s diet. More systematic studies have been inconclusive.

3. **Ethics:** the effects of dietary treatments are at most modest, and therefore ethical issues arise if any exaggerated claims are made for the success of therapy. In addition, since such diets often entail omitting a major source of protein, such as milk, or a major source of carbohydrate, such as wheat, there is the risk of exposing the child to a poorly balanced diet.
Further reading

Autism Spectrum Disorders:


Baron-Cohen excels in his capacity to unify complex argument and extensive empirical findings within a clear and persuasive and accessible theoretical framework.


A fascinating, poignant and unique book: the biography of the 11 year-old poet, Tito.


An excellent collection of essays on how to enhance educational experiences for people with autism.

Focusing specifically on Asperger’s syndrome:


A fascinating collection of essays about Asperger’s syndrome, including one of Asperger’s original papers in translation. Frith’s books are always worth reading for the author’s wisdom and accessible style.


A highly regarded book written by an expert who has worked in this area for 25 years.


Clare Sainsbury has Asperger’s syndrome. Her book offers excellent insights into life as a schoolchild with this problem, and includes a collection of first person testimonies.
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This chapter offers a review of issues relating to communication via the computer and the Internet in our homes, the workplace and in education. You may find a degree of personal resonance with some of the issues raised here, such as unpleasant emails, negative experiences in ‘chat-rooms’ and relationships formed over the Internet.
Aims

This chapter aims to:

- identify the key components that determine how we interact with new technology, specifically computers
- describe and evaluate early approaches to telephone and computer communication that focused on the loss of cues during interaction
- describe and evaluate theories that have suggested we communicate differently online compared with face-to-face, and also the application of social identity theory to computer-mediated communication
- consider how computers in the workplace have affected both the speed and quality of communication
- outline how computers have been used in education, and how they influence our learning
- examine the impact of computer-mediated communication on group dynamics, communities and identity.

Introduction

‘Computers in the future may weigh no more than 15 tons.’

(Popular Mechanics, 1949)

In 1943, Thomas Watson, then chairman of computer company IBM, stated that ‘I think there is a world market for maybe five computers.’ Sixty years later, in the early years of the twenty-first century, it is difficult to imagine many aspects of work, learning or indeed leisure without the involvement of information communication technology (ICT) in some form. Traditionally non-computerized activities (e.g. television, radio, cooking dinner) now have digital technology embedded in their very functioning. Within the space of a decade, mobile telephones and, latterly, wireless Internet devices have moved from being status symbols to virtual saturation of the marketplace.

The growth of mobile phone text messaging at the turn of the century illustrates the speed of growth of ICT: In August 2000, 560 million text messages were sent in the UK, according to the Global System for Mobile Communications, more than 10 times the 50 million recorded in May, 1999. Worldwide, the number of short text messages sent to mobile phones in October 2000 reached 10 billion, compared with 1 billion in early 1999. Meanwhile, it is predicted that email traffic will be 35 billion a day in 2005, compared with 1.4 billion a day in 2000.
Unlike other ‘not so new’ technologies, psychologists have not only tracked and researched the development and impact of computers, but they have also been instrumental in their design and evolution. In this chapter, we consider both the ways in which humans interact with computers, and the ways in which humans interact with each other using computers.

It is important to recognize that, at the time of writing this chapter, information technology is used predominantly in developed countries. Even in the UK, access to and the skills to use a computer and Internet connection are low compared with in the USA. However, like in the UK where most people are usually a few steps removed from the Internet (e.g. when using a cash machine or phoning a call centre), so developing countries with little or no Internet infrastructure have found that the Internet still impacts upon their lives. This may be in the dissemination of information outside official sources, global economics or the provision of services using the Internet.

Psychologists have tended to apply pre-existing theories to Internet behaviour, rather than consider wider questions about the societal, economic and cultural impact of the Internet. However, this does not mean that they are not aware of the wider context in which the behaviour they are studying is conducted. You will notice as you read the chapter that the vast majority of research has investigated social interaction – this is primarily because many of the features of communication using computers (e.g. not being able to see the other person) have previously been implicated in social psychological models of behaviour that suggest certain patterns of interaction. As a body of research, this area is called **computer-mediated communication** (or CMC). Whether or not psychologists will continue examining the minutiae of human communication on the Internet, or move to wider questions, remains to be seen. Of course, the research discussed in this chapter also mirrors the technology available for people to communicate on the Internet in the early years of the twenty-first century – primarily text-based electronic mail. It is hoped that the ideas outlined here may help us to understand people’s behaviour using future technologies, whatever they might be.

## Interacting with technology

You are probably reading this text in a book. The design of the book – its typeface, the length of the lines and the space between them, the organization of the text into sections and so on – will have an effect on things like how easy
it is to read, and possibly how readily you understand the content. Similarly, this chapter was generated on a word-processing package, which again has implications for how it is constructed – as authors we can afford to write speculatively and edit later, but we can only work on a small area of the chapter at one time because most PC screens display only around 20 double spaced lines at any one time. The journalist Steven Johnson (1997) discusses how his use of a word-processing package changed his whole process of writing:

*In the years when I still wrote using pen and paper or a typewriter, I almost invariably worked out each sentence in my head before I began transcribing it on to the page ... All this changed when the siren song of the Mac’s interface lured me into writing directly at the computer. I began with my familiar start-and-stop routine, dutifully thinking up the sentences before typing it out, but it soon became clear that the word-processor eliminated the penalty that revisions normally exact ... I noticed a qualitative shift in the way I worked with sentences: the thinking and typing processes began to overlap.*

*(Johnson, 1997, pp.143–4)*

**Activity 6.1**

Steve Johnson’s word processor clearly had a fundamental effect on how he worked. Write down the names of any tools or objects that have had a similar effect on your life, and note the ways in which they influenced your behaviour.

The idea that the tools we use can change the way in which we engage with an activity has been a recurrent theme in the course. In Chapter 1 of Book 1, we saw how a shift from pen to computer influenced identity for Kenneth Gergen. In Chapter 3 of Book 1, we discussed the possibility that cognitive activity is fundamentally affected by the use of specific tools and technologies.

When we think about technology generally, and new technology more specifically, the environment it provides (usually in the form of its design) influences how people interact with it. As an example, the telephones on the office desks of the authors of this chapter have 12 basic buttons (bearing the numbers 0–9, plus # and *). They have two further buttons labelled R and S, but we are not quite sure of their function. They also have voicemail (with a 26-page printed manual) and 30 different ‘facility codes’ (described on a label stuck on the base of the phone). This label tells us that, for example, the telephone can ‘Call hold – remote retrieve’ using the keys **1 X (where the X is to be replaced with an internal telephone extension number). The telephone also allows us to conference (R X R * 4), and use call forwarding to indicate ‘We are here’ (**8 X). Now, although it’s easy for us to press the phone buttons in the order indicated, there is little evidence of what the sequence will actually
achieve. It is also impossible to know whether our actions have achieved what was intended because most of the time the telephone doesn’t give direct feedback (unlike that provided by the ‘hold’ light on older style phones).

Two key aspects of an object’s design mediate its impact on our behaviour: its affordances and its usability. The term affordance refers to the ‘perceived and actual properties of the thing, primarily those fundamental properties that determine just how the thing could possibly be used’ (Norman, 1988, p.9). For instance, our office telephones allow us to do lots of different things as well as to speak to other people. Usability, on the other hand, determines how easy (or usable) these fundamental properties are. In the case of our office telephones, usability is sadly lacking.

A similar example found in the home is the video recorder. The array of features seem easy enough to follow, yet they rarely are. Programming the video to record, say during the night, again often lacks feedback – how often have you set the video to record and then had doubts that it would actually work? In fact, the timed recording function of many home video recorders has never been used. Too often we seem happy to blame ourselves for these problems, when usually it’s bad design that is at fault.

In his book The Psychology of Everyday Things (1988), Don Norman discusses the design of a number of everyday objects, and how design can lead to certain types of behaviour. One example he uses is doors. The design of a door needs to fulfil the requirements of the technology – that is, it needs to shut and open. It also needs to be designed to allow ease of use. This means that anyone using the door needs to be able to tell which side opens and which side has the hinges, and whether the door is a ‘push’ or ‘pull’ design. Some design features (e.g. handles) suggest a pulling action, while others (e.g. flat areas) suggest a pushing one. According to Norman, if a door has instructions (e.g. a handle that says ‘push’ on it), it’s probably a case of bad design.

Computers and the software they run can also be understood in terms of affordances and usability. The number of possible things that a computer can do is virtually limitless, dependent only on the imagination of the computer programmers and the development of suitable enabling technology (e.g. wings if it is to fly). The word-processing package used to write this chapter also has a large number of properties. It provides pretty good feedback to the user because it has a technology known as WYSIWYG (what you see is what you get, usually pronounced ‘wizzy wigg’) – so if we want to make a word stand out in bold, we can see on the screen whether or not we’ve succeeded. However, computers suffer quite badly from feature creep (Norman, 1988). A quick check on a typical PC reveals options like the visual basic toolbar; the field...
command; the built in style gallery; or macros – all gobbledygook to the average user (the authors included) – which seem to do nothing to make the word-processing task more efficient. Feature creep suggests that increasing the affordances of a new technology may often be to the detriment of usability.

A case of bad design

**Activity 6.2**

List three objects or tools that you use that seem to have too many options or additional features. Do these added features enhance or detract from their ease of use?

Feature creep seems to follow a pattern of increasing when a technology has begun to be widely adopted, and then reducing once it’s clear that few consumers use these new features. Sometimes the extra features can actually get in the way of ease of use (e.g. a remote control or a microwave oven with lots of buttons). It is also worth noting how many consumer goods that seem to have good design (e.g. Bang & Olufsen hi-fi equipment) have very few controls (with the more ‘optional’ controls hidden away).
2.1 Psychology and human–computer interaction

Human–computer interaction (HCI – also called computer–human interaction, or CHI) is the area of study that addresses fundamental questions about the design of computers and its impact on usability. The importance of design on human–computer interaction was not missed on the designers of the first ‘Windows’-based graphical user interface (GUI). The Xerox Star personal computer was developed by researchers at Rank Xerox’s Palo Alto Research Centre during the late 1970s. Released in 1981, the Xerox Star was a direct precursor to both the Apple Macintosh computer in 1984 and Microsoft windows software much later. The Xerox Star used a ‘desktop metaphor’ common to most late twentieth- and early twenty-first-century computers. The desktop metaphor means that files and applications are graphically represented on the screen by icons that look like pieces of paper, or a cardboard folder, or other everyday objects (e.g. a bin, calendar, clock, etc.), and these icons are selected using a mouse. Deleting a file is done in a way equivalent to what we would do without a computer – it’s thrown in the bin. Also of interest to psychologists is the care taken in the design of the system – the colours for the desktop are carefully chosen to provide very little contrast outside the area of focus (e.g. the document you are typing), while the black type on white background replicates print on paper.

As a discipline, human–computer interaction draws on a number of areas, including design, art and linguistics, as well as psychology. The primary input of psychology is to try to understand the user of the computer, to model their behaviour, and to understand how the design of the system influences this behaviour (Faulkner, 1998). The most obvious starting point is to look at how people’s sensory and cognitive abilities lead to different ways of interacting with computers. Take, for instance, the role of colour in designing computer interfaces. Although humans can typically perceive and distinguish more than 7 million colours, this sensitivity is not uniform across the field of vision. At the periphery of our visual field (around 90 degrees from the straight-ahead position), people are less able to distinguish red, green and yellow light, and are most sensitive to blue light. Similarly, the combination of colours can influence, for instance, the ability of users to distinguish the object (e.g. text) from the field (e.g. the background colour). Although it might seem obvious that black on white is the most suitable combination, this depends on factors like the brightness of the screen and the other surrounding colours. Too much brightness can lead to increased screen ‘flicker’, which can induce feelings of nausea and headaches. The other senses also have an impact on human–computer interaction – for instance, in determining the best type of alert sounds (those beep noises that tell us we’ve done something wrong), and the best combination of sound and visual alerts to gain the user’s attention (not so important for the home user, but critical for air-traffic controllers).
Activity 6.3

Write down the names of some of the objects in your own environment (a maximum of five) that you have difficulty operating either effectively or quickly, and the difficulty does not arise from the object having too many features. Try to think beyond ‘hi-tech’ objects to supposedly simple things like doors, cookers and so on. For instance, one of us recently bought some venetian blinds that are almost impossible to operate. Next to each object, write why you find it difficult to operate – but you are not allowed to blame yourself!

Comment

Norman (1988) argued that a well-designed system should have good mapping and provide immediate feedback. Mapping refers to the relationship between a control device (for example, a keyboard or mouse action) and an intended outcome (for example, to open a file). A high level of mapping is when the control device is linked in action to the intended outcome. Norman gives the example of a steering wheel on a car – turning the wheel to the left is closely mapped to the car turning left. Try to imagine driving if an anticlockwise turn sent the car to the right. Norman also gives the example of cooker hobs: if the control dials map naturally on to the layout of the rings, the cooker is easier to use than when the dials rely on labels for guidance. In Figure 6.1, the cooker on the left has a high level of mapping between the controls and the rings, the cooker on the right has a low level of mapping. Were any of your difficult-to-use objects chosen because of poor mapping? An alternative reason for your selection could be that quite a few objects do not provide feedback that your action has achieved the desired outcome – like setting a video without being sure you were successful. Finally, like door handles that say ‘push’, perhaps your objects just suffer from counterintuitive design?

Figure 6.1 Examples of natural and unnatural mapping

Computer systems should be designed to provide a close link between the action undertaken and the outcome. The development of graphical user interfaces like Microsoft Windows has arguably made computers much more usable, in part because they do provide mapping between an intention (e.g. to delete a file) and an action (e.g. dragging a file icon across the screen and ‘dropping’ it in the bin). Before the development of the graphical user interface, mapping was low – to copy a file to a floppy disk on a DOS PC you would have
to type ‘c: copy c:/files/filename.txt a:/myfiles/’. On more recent machines, the mapping between the action (drag and drop) and the outcome (copying) is closer, enhancing usability. Importantly, modern systems also provide feedback on the progress of the action. In the past, users would invariably type in ‘a:/myfiles dir’ to check that they had succeeded.

An early computer

Box 6.1 highlights the importance of considering human–computer interaction in the workplace.

6.1 Human–computer interaction in the workplace

In the past, HCI within an organization was primarily focused on how workers used the technology supplied to them, and its effects on working conditions and output. However, as more and more companies have moved to the World Wide Web (WWW) for both customer information and trading, so the focus on the importance of usability in human–computer interaction has shifted from how staff interact with computers to how customers and staff interact with companies’ Internet and intranet (‘within-organization’ networks using Internet technology) systems. Jacob Neilson, a usability ‘guru’ advises organizations on designing usable WWW sites for
their customers. He identifies a series of key problems with most WWW sites, including too many pictures (increasing time to load), too complex structures and too many steps between deciding to purchase and actually being able to buy. A similar rethink is also needed for intranets within an organization. It is common for organizations to install and develop a complex knowledge-management system, only to find that no-one uses it. For instance, the Ford Motor Company in the USA found that between 750 and 1,000 members of staff were regular users of their new intranet system, while 100,000 used the system infrequently or never. There is a whole series of reasons why this might have happened – the content might not have been right, perhaps the system had too much information, or the information may have been difficult to find.

The introduction of computer-mediated communication systems can impact on people’s work in a variety of ways. CMC, whether in the form of email, bulletin boards or conferencing, is becoming commonplace in the workplace. There is some evidence that the use of CMC in the workplace can be beneficial not just in speeding communication, but in increasing the quality of that communication. For instance, Shirani et al. (1999) compared email and group support system (a bulletin board system with editing tools) teams on a decision-making task that was either structured or unstructured. The group support system participants came up with more ideas, but ‘groups using e-mail performed a deeper problem analysis’ as indicated by ‘a higher proportion of inferential ideas generated by these groups’ (1999, p.139). Moreover, the number of inferential ideas was significantly higher when the task was unstructured. Similarly, Adrianson and Hjelmquist (1999) found that CMC decision making (compared with face-to-face) leads to more ideas being generated. Furnham (2000) reviewed evidence to suggest that brainstorming face-to-face inhibits creativity. He concluded that computer-based brainstorming might address the problem observed in the lack of creativity of face-to-face groups, because it reduces concerns about being judged and makes conspicuous anyone not contributing.

Users’ interaction with a computer is quite different from the interactions they have with other people via the computer. However, these two processes are not exclusive – indeed, the design and capabilities of a piece of new technology will influence the type of interpersonal behaviour conducted through the technology. According to Donald Norman, ‘Tools affect more than the ease with which we do things; they can dramatically affect our view of ourselves, society, and the world ... Even apparently simple innovations can bring about dramatic changes, most of which cannot be predicted’ (Norman, 1988, p.209). Looking back to the start of this chapter, who would have predicted that the main use of the mobile telephone amongst young people in the early part of the twenty-first century would be for text messaging? In the following section we move away from considering how humans and computers interact, and move to how humans interact using CMC.
Summary Section 2

- How people interact with technology is influenced by two key design factors:
  - the affordances of the technology
  - the usability of the technology.
- Other factors that determine how we interact with technology include the choice of features, the graphical user interface, level of mapping between control device and outcome, and feedback to the user.
- Usability may be associated with staff efficiency in the workplace and with frequency of use of websites.

### 3 Interacting using new technology

#### 3.1 A case study of the telephone

On 10 March 1876, Alexander Graham Bell became the first person ever to communicate electrically using what became known as the telephone. Like many new technologies, the potential of the telephone was missed by many – when turning down the offer to purchase the patent for the telephone (and so monopolize the market), the President of the Western Union Telegraph Company asked, ‘What use could this company make of an electrical toy?’ Indeed, the early years of the telephone were beset by notions of the telephone as a device for broadcasting rather than for one-to-one communication. For instance, visions of future telephone use involved the broadcasting of speeches by ‘distinguished men’ to remote audiences in various music halls (*Boston Transcript*, 18 July 1876) or even a ‘dancing party [with] ... no need for a musician’ (*Nature*, 24 August 1876). Although the early uses of the telephone tended to be in business (and especially hotels), it wasn’t until the middle of the twentieth century that the use of the telephone for socializing became relatively commonplace.

The eventual popularity of the telephone for social uses should have been easy to predict. Even the telegraph, which required conversational partners to use Morse code, was employed extensively by telegraph operators for social interaction during quiet spells (Standage, 1998). A novel, *Wired Love*, was published in 1879 to document the use of the telegraph to ‘keep up flirtations’, while the *Boston Globe* published an article in 1886 warning of the ‘dangers of wired love’. The potential use of the telephone for romantic liaisons was also a cause for some concern. In 1884, *Electrical World* magazine warned that: ‘The
serenading troubadour can now thrum his guitar before the telephone, undisturbed by apprehension of shotguns and bull dogs. Romeo need no longer catch a cold waiting at Juliet’s balcony.’

In the late 1960s and early 1970s, the psychology of telecommunication use became a topic of interest to a group of researchers based at University College London. Called the Communication Studies Group, these researchers were interested in the psychological processes involved in technological communication (primarily the telephone). Their research culminated in a book, *The Social Psychology of Telecommunications* (Short *et al.*, 1976).

The Communication Studies Group focused on two key questions: what factors determine use of the telephone and what social psychological processes are invoked by telephone communication? In common with many later theories of computer-mediated communication, the starting point of their research was what people lost when they communicated by telephone rather than face-to-face. Much of this effort was directed at the ‘most obvious defect of the simple telephone – the fact that one cannot see the other person or group’ (Short *et al.*, 1976, p. 43). Traditional social psychological literature tends to stress the importance of visual cues in communication: for instance, in showing mutual attention, controlling who speaks when, providing feedback and conveying liking and agreement during an interaction in the form of gestures, facial expressions, emblems (e.g. a nod of the head), and other social information like physical appearance, nonverbal communication using body posture and movement and the proximity between speakers (Short *et al.*, 1976). Although some of these nonverbal cues might be transferable to the telephone, the majority are not (e.g. gesture, body posture, facial expressions).

The Communication Studies Group conducted a series of experiments to test whether the lack of visual cues had an impact on people’s behaviour (Reid, 1981). Of most interest here are the studies they conducted into group discussions and the resolution of conflict and person perception. John Short and colleagues asked participants to argue a case, from a viewpoint provided by the experimenter (e.g. as a union representative or an employer), using either just an audio channel of communication or face-to-face (Short *et al.*, 1976). In the first study, Short *et al.* found that strong arguments were more persuasive in audio-only communication compared with face-to-face discussions. In a second experiment, Short *et al.* manipulated whether the disagreement between participants was due to a difference of opinion or objective. A difference of opinion occurred when the two participants held different attitudes to a topic, while a difference of objective resulted when they were aiming for different, often contradictory, outcomes to the discussions (e.g. a pay rise vs. a pay cut). He found that the stronger argument had more influence face-to-face when it was a difference of opinion, and more influence during audio-only communication when it was a difference of objective. A third condition, with two-way television screens (so the participants could see each
other), showed no difference from the face-to-face condition. However, in a series of follow-up studies, Short et al. found that, when discussing differences of opinion, his participants were persuaded more by strong arguments over the audio channel than face-to-face. These findings led Reid (1981) to conclude that, ‘the clearest and most consistent finding in this series of ... experiments using conflict tasks is the unexpected result that audio discussions produce more opinion change than do face-to-face discussions’ (1981, pp.404–5).

A second series of experiments addressed the accuracy and confidence of face-to-face and telephone judgements. For example, in general there is little difference in the accuracy of people’s judgements of others’ personalities and attitudes across media, but face-to-face participants tend to express greater confidence in their own judgements (Reid, 1981).

It is perhaps not surprising that we think we can judge people better face-to-face than over the telephone (or indeed the Internet). What might strike you as surprising is that the accuracy of our impressions is about the same whether we can see the other person or not. In Chapter 4 of this book, Aldert Vrij discusses the example of detecting deception. Nonverbal cues are relatively easy to control when we are lying – in fact, we tend to over-compensate. However, people still tend to believe that to spot a liar you need to ‘look them in the eye’.

Williams (1972) found that participants evaluated their communication partner more favourably if they could see and hear them using a videophone rather than just hear them. In a follow-up study, Williams (1975) set teams of four participants the task of brainstorming topics selected by the experimenter, either face-to-face, by video link, or by audio link. In the two telecommunication conditions, the groups consisted of two people at each end of the line (giving groups of four in total). Williams found that the two people stationed together tended to agree more with each other than with the distant members of their group, and that any dissent to an idea raised was significantly more likely to emanate from the other end of the line, not from the person next to them. Moreover, participants in the audio condition were significantly more likely to rate their fellow group members on the other ‘node’ as lower in both sincerity and intelligence. Such findings were not observed in the face-to-face or video link conditions, where such ratings were more evenly distributed.

Short et al. (1976) developed the social presence theory to explain these findings. They began by arguing that interpersonal attitudes are primarily conveyed using visual cues, while the verbal channel contains only interparty, task-oriented, cognitive material. So, if the visual channel is removed (as in the case of the telephone), what remains is simply the capacity to transmit the task-oriented material, not the social, interpersonal information.
Short et al. went on to argue that the salience of the other person in the interaction and the consequent salience of the interpersonal relationships is an objective quality of the medium of communication. They termed this quality **social presence.** What is meant by ‘objective quality’ is that social presence is a property of the medium (like its affordances), rather than just arising from users’ reactions to the medium. According to Short et al., the ‘capacity to transmit information about facial expression, direction of looking, posture, dress and non-verbal cues, all contribute to the social presence of a communications medium.’ (1976, p.65).

However, social presence also seems to have a phenomenological aspect, in that it relates to people’s subjective responses to a medium. The social presence of different media like the telephone, email and so on is measured by Short et al. by asking users to score them on a series of scales labelled, for instance, personal–impersonal, sociable–unsociable and cold–warm. A medium with high social presence would tend to be rated as more warm, personal and sociable than a medium with low social presence. Short et al. (1976) report that, using these types of measure, people rate non-visual communication (e.g. by telephone) as low in social presence, with face-to-face communication rated highest in social presence. Communication over a video link is reported by Short et al. as having relatively high social presence, but still less social presence than face-to-face communication. Indeed, the only communication medium rated as having less social presence than the telephone was the business letter.

The social presence of a medium will, according to Short et al., have implications for the intimacy of a communication. They predicted that the higher the social presence of a medium, so the greater the intimacy between users, all other things being equal. This prediction is based on Argyle and Dean’s (1965) intimacy-equilibrium theory which argues that people have an optimum level of intimacy during an interaction. Because intimacy can be communicated in many different ways (e.g. eye-contact, proximity, self-disclosure), an increase in one form of intimacy will lead to a reduction in another to redress the balance. Thus, for instance, people reduce eye-contact when they are about to discuss personal intimacies (Exline et al., 1965). However, instead of arguing that the reduction in intimacy caused by the removal of many visual cues will lead to a compensatory increase in intimacy via verbal behaviour, Short et al. argue the opposite – that because eye-contact is so important in intimacy, its removal may well lead to conflict rather than greater intimacy. So, in the case of the telephone, because visual cues are absent, we should, according to Short et al., be less intimate on the telephone than face-to-face. Media with low social presence are, according to Short et al., best suited for tasks such as information transmission and simple problem solving. Indeed, Short et al. argue ‘telephone communication is intrinsically less sociable, more impersonal, and that, unless the task requires such psychological “distance”, the mismatch is felt to be unpleasant’ (1976, p.81). In Section 4 of
this chapter, we will consider alternative evidence that the removal of visual cues in computer-mediated communication has in fact led to greater intimacy rather than lower levels of intimacy as might be predicted by the original social presence theory.

Activity 6.4

Do you think that visual cues are crucial to social interaction? Or could they be a hindrance to communication? Write down who uses the telephone for conversation in your household, and next to each person, the main purpose(s) of their communication.

Comment

Looking at your list, how many of the uses are purely task-oriented information transmission without any social component? Very few we would imagine. Bell predicted over 100 years ago that talking on the telephone is predominately a social activity. Even conversations we might expect to be task oriented (e.g. phoning for an insurance quotation) have a social element. Looking at your list, are there any occasions when you think it might be easier to communicate by telephone than face-to-face (or vice versa)? Are these due to the affordances of the telephone (e.g. distance) or because you feel more comfortable (i.e. less anxious) on the telephone?

There have been various attempts to extend the general theme of social presence (Rutter, 1987; Rutter and Stephenson, 1979). The general tendency of these approaches is to argue that the reduced social cues transmitted during communication across new media (including the telephone) will lead to task-oriented and depersonalized communication. Early studies of computer-mediated communication (CMC) attempted to use the social presence/cuelessness models to predict that CMC will be ‘less friendly, emotional, or personal and more serious, business-like, or task oriented’ (Rice and Love, 1987, p.88). Whether CMC is indeed task oriented is discussed later, in Section 4.1.

3.2 Reduced social presence and computer-mediated communication

Psychological processes during computer-mediated communication were researched extensively by Sara Kiesler and her colleagues at Carnegie Mellon University during the 1980s. Although the general theme of this approach was once again on the effects of ‘loss’ of visual cues on non-face-to-face communication, the specific focus was on the loss of ‘social cues’ or social context cues when people communicate using computers. According to Kiesler et al. (1984), social context cues take two main forms: static (e.g. physical
appearance, location, etc.) and active (e.g. nonverbal behaviour). Box 6.2 describes the different types of computer-mediated communications that can be investigated.

### 6.2 Types of computer-mediated communication (CMC)

Computer-mediated communication refers to any communication between people that is conducted via computer screens. However, there are a number of different types of CMC:

- **Asynchronous**: CMC that occurs when people are communicating across time rather than instantaneously. Email is an asynchronous CMC – the conversation can take place over days or months, with each person having time to read the message, compose a reply and send it when ready.

- **Synchronous**: CMC that occurs in ‘real time’ so the participants (any number) have to be at a computer terminal at the same time. ‘Chat’ or ‘IRC’ (Internet relay chat) is synchronous CMC – it progresses more like a normal conversation, rather than an exchange of letters.

- **One-to-one**: CMC that only involves two people communicating directly with each other: usually email, but can be ‘chat’ as well if just two people are talking privately.

- **Many-to-many**: CMC that usually occurs by sending messages to a central place to be read by as many people as access it. An example is Usenet, where messages are ‘posted’ to a newsgroup and can be read by everyone with access to that group.

The model Kiesler et al. developed was based on a large number of experimental studies that looked directly at CMC. This approach has been termed the reduced social cues model, although the work of Kiesler et al. encompasses many other effects of CMC. Kiesler and her colleagues (e.g. Kiesler et al., 1984), like the social presence researchers before them, argue for the importance of social context cues to provide conversational regulation and feedback, to give obvious status/position cues and to provide accountability. When these cues are removed during CMC, they predict that: ‘Social standards will be less important and communication will be more impersonal and more free because the rapid exchange of text, the lack of social feedback, and the absence of norms governing the social interaction redirect attention away from others and toward the message itself’ (Kiesler et al., 1984, p.1126).

So, just like social presence theorists before them, Kiesler et al. effectively argue that the social aspects of communication are downgraded during CMC and the focus becomes the message itself. Indeed, Kiesler et al. go further and argue that the nature of electronic communication (the lack of social cues, a possible reduction in self-awareness) seems to be similar to **de-individuation**. De-individuation theory was developed, amongst others, by Zimbardo (1969).
to explain antisocial behaviour in crowds. He argued that a series of factors, including reduced focus on the self, anonymity and high arousal levels, would lead to a state of de-individuation, where people were not behaving in accordance with their normal morals and attitudes but rather were pushed toward antisocial, aggressive behaviour.

The idea that talking using computers leads to de-individuation is an intriguing one. It relies on the anonymity of users to create a ‘state of mind’ where one’s inhibitions are loosened. When psychologists talk about anonymity they usually mean ‘lack of identifiability’ (for instance, when you are a member of a large crowd). However, computer-mediated communication is usually conducted in a state of visual anonymity (you can’t see the person you’re talking to), but without lack of identifiability (you know their name from their email address, unless the person is using a pseudonym to identify themselves). The reduced social cues approach combines the effects of visual anonymity (lack of social cues) with lack of identifiability (reduced accountability) under one term: anonymity. Other later work tried to separate the effects of these two different types of anonymity.

The research of Kiesler et al. on the effects of reduced social cues during CMC was focused on two main outcomes: uninhibited behaviour (also called ‘flaming’) and social influence.

Reduced social cues and ‘flaming’

Originally, the term flaming was used within the hacker community to indicate continual chattering without thought for others. More recently, flaming has come to mean the usually anonymous venting of anger or hostility using CMC. Kiesler et al. (1984) maintained that people using computers to communicate ‘overstep conventional time boundaries dividing office and home; they mix work and personal communications; they use language appropriate for boardroom and ballfield interchangeably; and they disregard normal conventions for privacy’ (1984, p.1126). Furthermore, Kiesler et al. predicted that CMC will ‘be more impersonal and more free’ (p.1126). Thus, according to Kiesler et al., uninhibited communication is caused by a combination of factors, including reduced social cues, de-individuation and the pervading ‘hacker’ culture on the Internet (the assumption that the Internet is akin to the Wild West as far as lawlessness is concerned).

In three early studies, Siegal et al. (1983) compared levels of uninhibited verbal behaviour in four conditions: face-to-face communication, anonymous computer conferencing (many-to-many), non-anonymous computer
conferencing (many-to-many), and email (one-to-one). In the experiments, groups of three people were asked to reach a consensus using a choice-dilemma task (a dilemma where groups weigh up two possible choices, often a risky and cautious option, and come to a joint decision). When Siegal and her colleagues looked at the level of uninhibited communication (which they defined as hostile comments such as swearing, name-calling and insults), they found higher levels of uninhibited verbal behaviour, in each experiment, when people used computers to communicate. The highest levels of uninhibited behaviour were recorded when people discussed anonymously using the computer-conferencing system.

In a later study, Sproull and Kiesler (1986) studied the email system of a large organization in the USA. They studied the email communication of 96 staff members, as well as collecting questionnaire responses. In accordance with their model, Sproull and Kiesler predicted that:

- There would be fewer social context cues communicated by email (e.g. geographic location, job category, age or sex).
- Email users would be self-absorbed rather than focused on the ‘other’ during communication because of the lack of social cues about the other person.
- Email messages would look similar regardless of the status of the sender or recipient (e.g. managers or subordinates).
- Email would be uninhibited and non-conforming compared with face-to-face communication (e.g. with regard to flaming).

In accordance with their predictions, Sproull and Kiesler found that social cues were typically low for communication from an unknown (to the recipient) source. That is, relatively little information about the person (e.g. their gender, age, race and so on) was communicated. They also found that the typical email salutation (‘Hi’) was only a third as long as the typical closing (‘Bye for now’). Because salutations tend to be focused on the other person (e.g. ‘How are you?’), while closings are indicative of a focus on the self, they argued that email users are self-absorbed. Email users also reported seeing 33 flames (antisocial messages) on email in a month, and just four in face-to-face interaction. Sproull and Kiesler concluded that reduced social cues in email are potentially beneficial within an organization (because of the speed of communication), but that they could also lead to problems through their encouragement of uninhibited behaviour.

However, closer examination of empirical work on CMC has tended to find that flaming is hardly characteristic of computer-mediated communication. For instance, Lea et al. (1992) argued that flaming accounts for less than 5 per cent of communication in CMC. They concluded that, like many negative events, flaming tends to be remembered more often than benign CMC, which has contributed to ‘the illusion of universality’ (1992, p.108).
Similarly, Walther et al. (1994) argued that much of the acceptance of flaming as a widespread phenomenon during CMC is based on ‘erroneous analysis and reporting practices’ (1994, p.463). For instance, there is little agreement across different studies as to what exactly constitutes ‘flaming’. In some studies, blasphemy and excessive praise are included. In others, only negative comments are recorded. What is certain is that negative behaviour forms only a small part of computer-mediated communication.

Reduced social cues and social influence

The second focus of work from a reduced social cues perspective was on social influence in CMC. This work specifically focused on a phenomenon in social psychology termed group polarization. Group polarization is the tendency for a group’s consensus to become more extreme following discussion (e.g. the group expresses a more positive attitude to, say, increased health service funding following group discussion) compared with the average pre-discussion opinions of the group’s members. The general finding of CMC research was that group decisions became more extreme (i.e. polarized) when discussions were held over CMC systems compared with face-to-face.

Remember the studies on telephone use discussed earlier? One of the key findings was ‘the unexpected result that audio discussions produce more opinion change than do face-to-face discussions’ (Reid, 1981, pp.404–5). Here we have a clear continuity between findings from telephone research and CMC research. This would suggest that there is a shared feature of the telephone and CMC (for instance, visual anonymity, reduced social presence/social cues or even de-individuation) that can explain these findings regardless of the medium.

Kiesler et al. (1984) explained these findings using reduced social context cues. Put simply, they maintained that the reduced cues inherent in CMC lead to more uninhibited, anti-normative behaviour, which leads to more extreme opinions being expressed, which in turn leads to the group decision becoming more extreme (see Figure 6.2). Thus, the basis for group polarization during CMC is that participants voice more extreme opinions during CMC because of the reduced role of status and leadership in a cue-free environment, because they may be de-individuated and because they are focused on the message rather than the social context. Furthermore, not only are the opinions expressed more extreme, but because participation is more equal, so more of these extreme arguments are likely to be voiced. When these two factors (more extreme
opinions and more people stating them) are added together, Kiesler et al. propose social influence occurs based on the number and strength of the arguments made.

Figure 6.2  Reduced social cues approach to group polarization during CMC (Source: adapted from Spears and Lea, 1992, Figure 2.1, p.39)

The reduced social cues approach has been criticized by Spears and Lea (1992) for combining a number of contradictory ideas. For instance, Kiesler et al. use both de-individuation and self-absorption to explain uninhibited behaviour, yet de-individuation depends upon a reduction in self-awareness, so the two should be mutually exclusive. Similarly, Kiesler et al. argue for anti-normative behaviour during CMC (via the lack of social cues and de-individuation), and also argue that one norm – that of the computing subculture (e.g. hacking) – could lead to uninhibited behaviour. However, they don’t explain how this one norm can infiltrate a ‘normless’ environment.

Models that see computer-mediated communication, because of the loss of social cues, leading to a reduction in the level of sociability, flaming and so on have been termed ‘cool’ models of CMC (Rice, 1984). Rice called models that focus on the potential benefits of CMC (e.g. through fast and efficient communication) ‘warm’. Although some models (e.g. Kiesler et al., 1984) combine warm and cool aspects of CMC, in the main they are ‘cool’ in that they focus on the negative impact of CMC. For this reason in this chapter we refer to
them as loss models. The potential social benefits are considered further in the next section.

**Summary Section 3**

- Early models of mediated communication, like social presence and reduced social cues, focused on the ‘loss’ of social cues.
- These models predicted both task-based discussions using computers and uninhibited antisocial behaviour.
- The reduced social cues approach has been criticized on two main grounds: first, that estimates of uninhibited communication are overstated; and, second, that the explanation of group polarization is inadequate.
- This second point is important, because communication without visual cues is argued to be ‘non-social’ and conducive to anti-normative behaviour. Thus any explanation of social behaviour (e.g. group polarization) is argued to rely on the information exchanged, not any other social processes within the group.
- Spears and Lea challenge the view that CMC is ‘anti-normative’.

### 4 Computer-based behaviour and social communication

As we have discussed, one aspect of the design of a computer system is its affordances – the built in mechanisms that allow users to engage in certain types of behaviour. It has been argued by a number of theorists, most notably Joseph Walther, that the unique characteristics of communication over the Internet and other networks tend to lead to certain types of behaviour in both the workplace and at home. Walther began by considering why some studies of CMC seemed to confirm that, when people solve problems collaboratively over a computer system, the discussions tend to be ‘task focused’. As we discussed earlier, one explanation for task-focused CMC was that CMC effectively ‘de-socializes’ communication.

Walther’s argument was that the task focus found in many of these studies occurred because people had only a short amount of time to solve the problem, and they didn’t expect to have to work together again. This argument was based on Walther’s social information processing model (Walther, 1992). In this model, Walther proposed that users of CMC have the same interpersonal needs
as face-to-face communicators, and that CMC is quite capable of transferring social information between people, such as status, affiliation and liking, and even attraction to the other person. However, because most CMC is type-based, the rate of message exchange is lower than in face-to-face interaction (especially using asynchronous systems like email). If this is the case, then the transmission of social information will be considerably slower during CMC than face-to-face. Thus, ‘given sufficient time and message exchanges for interpersonal impression formation and relational development to accrue, and all other things being equal, relational (communication) in later periods of CMC and face-to-face communication will be the same’ (Walther, 1992, p.69).

In keeping with earlier reduced social cues theories, Walther (1992) sees the loss of visual cues inherent in CMC as a disadvantage to be overcome over time, and through the development of ‘various linguistic and typographic manipulations which may reveal social and relational information in CMC’ (Walther, 1995, p.190). Thus, the social information processing model offers a clear explanation in terms of time constraints of why early studies tend to find task focus in CMC. Many CMC studies only have people discussing a topic for 15 to 30 minutes – not enough time, according to Walther, for social and relational information to be passed across the ‘limited’ channel of CMC.

Walther et al. (1994) conducted a meta-analysis of 21 experiments on CMC. Meta-analysis is a method for summating findings from a large number of separate studies to test a specific hypothesis using the data reported in those experiments (see Book 2, Chapter 1, Section 3.5). In the case of Walther et al., the variable under consideration was whether CMC in the 21 experiments was time-limited or not. One of the dependent variables was the proportion of socially oriented, rather than task-oriented, communication. Walther et al. found higher levels of socio-emotional communication in time-unrestricted CMC groups compared with time-restricted groups. They also found that there was less of a difference in the level of socio-emotional communication between CMC and face-to-face groups when there was no time restriction compared with those studies with a time restriction.

The meta-analysis therefore confirmed one of the key predictions of the social information processing model: that, over time, the amount of social information communicated using CMC converges with the amount sent verbally in face-to-face communication. The simple explanation for this finding is that typing is much slower than talking, so any social exchange will take place more slowly over CMC than face-to-face. Another key factor is that the communication of social information across a computer network requires the learning, and use, of linguistic and textual cues to convey relational information. Although there is plenty of evidence of ‘users’ developing such ‘paralanguage’ (Walther, 1992), it may take time for CMC users to develop adequate skills in paralanguage to convey social information competently. The most obvious examples are the use of ‘smiley’ or emoticons, and acronyms...
(see Table 6.1). The use of some emoticons is such an acceptable part of online communication that many email programs now convert them to images. You will need to turn the page sideways to see the faces in Table 6.1.

Table 6.1  **Some common emoticons and social language acronyms**

<table>
<thead>
<tr>
<th>Emoticon</th>
<th>Meaning</th>
<th>Acronym</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>:-)</td>
<td>Smile</td>
<td>LOL</td>
<td>Laugh out loud</td>
</tr>
<tr>
<td>:-)</td>
<td>Wink</td>
<td>ROFL</td>
<td>Roll on floor laughing</td>
</tr>
<tr>
<td>:-(P</td>
<td>Stick tongue out</td>
<td>LOL@</td>
<td>Laughs out loud at</td>
</tr>
<tr>
<td>:-(</td>
<td>Sad</td>
<td>A/S/L</td>
<td>What is your age/sex/location?</td>
</tr>
<tr>
<td>:-0</td>
<td>Shocked</td>
<td>TY</td>
<td>Thank you</td>
</tr>
<tr>
<td>G (and BG)</td>
<td>Grin (Big grin)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Often these paralanguage cues are used to convey social information and help build relationships (e.g. by conveying a joke, or laughter). If it takes users time to pick up these skills, then it is reasonable to assume that the communication of social information will be impaired if subject to time restriction. Sonia Utz (2000) studied the impact of CMC experience (and so time) on the development of relationships. She found that the longer people had spent using CMC on the Internet, so the more paralanguage they used, and the more relationships they formed.

One criticism of the social information processing model is that it is still firmly located in the ‘loss’ camp of CMC – Walther argued that, given time, CMC might be able to match face-to-face communication in its ‘socialness’. For instance, he conducted a study (Walther, 1995) in which it was predicted, based on the social information processing model, that social behaviour would be greater in face-to-face than CMC groups, but that the difference would subside over a large amount of time. Walther had coders rate each person discussing face-to-face or by CMC. The coders then blind-rated (i.e. were unaware of the experimental condition) the complete discussions using a ‘relational communication’ questionnaire (a way of organizing their overall impressions of the ‘socialness’ of the discussions). The CMC and face-to-face groups discussed three separate issues on three different occasions, allowing a comparison of social communication across time.

Walther was surprised to find that the effect was the opposite of his prediction: CMC groups were rated higher in most aspects of relational communication than the face-to-face groups, regardless of timescale. For instance, the coders rated the CMC groups as higher than face-to-face groups on the level of affection seen in the group discussions, on how similar the group
members seemed, and on how composed and relaxed during the discussion the participants seemed. Most importantly, the CMC groups were rated as significantly less task oriented, and more socially oriented, than the face-to-face groups during all the time slots. Thus, the key theoretical predictions of the social information processing model were refuted by Walther’s 1995 study – CMC was significantly more social than face-to-face communication, and the developments over time were not in the predicted direction in most cases. Walther’s explanation for these findings is discussed in Section 4.1.

Before we move on, it is worth noting that Walther’s conclusion that ‘social information processing underestimates the positive effect of computer-mediation on relational communication’ (Walther, 1995, p.198) is equally applicable to all ‘loss’ models of mediated communication. By focusing on the loss of social cues inherent in CMC (and the telephone), the potential increases in social behaviour, and plasticity of human behaviour when it comes to communicating social information, were ignored.

### 4.1 ‘Hyperpersonal’ social interaction using computers

As we outlined above, Walther (1995) found that CMC groups were consistently rated as more affectionate than face-to-face groups. Indeed, there are numerous examples of relationships and romances occurring in many different areas of the Internet, including chat groups (Reid, 1991), newsgroups (Parks and Floyd, 1996), role-playing environments, also known as MUDs (multi-user dimensions) (Utz, 2000), and within online communities (Rheingold, 1993). Some of these relationships are serious enough to culminate in cohabitation or marriage (Parks and Floyd, 1996). In fact, for a communication medium that, according to early theorists, should discourage it, social interaction is now the main use of the Internet in the home (Kraut et al., 2000). An overwhelming body of anecdotal and experimental evidence has shown that people use computers to form or maintain social relationships. A pertinent question is: in what contexts is CMC highly social, and how can this be reconciled with early findings that CMC is task oriented?

Walther’s 1995 finding that CMC groups are more socially orientated than face-to-face groups is consistent with other research. For instance, Chilcoat and DeWine (1985) found that participants who could not see each other rated each other more highly on attitude similarity, and on social and physical attractiveness.

Walther (1994, 1995, 1996) argues that one possible explanation for this is that long-term CMC groups anticipate future interaction, and so have higher levels of social communication compared with one-off groups who do not expect to meet again in the future. This may explain why early studies using
‘one-shot’ experimental groups tended to find low levels of social communication. Moreover, the time limits imposed on most early studies would not have allowed the time for social information to be communicated due to the reduced rate of socio-emotional communication in CMC (Walther et al., 1994).

So, according to Walther’s explanation, for CMC groups to exhibit high levels of affiliation, they need to either anticipate future interaction (if they seem to be social from the word go), or meet over a length of time (if they are task oriented at the beginning). Walther distinguishes between CMC environments that seem to encourage impersonal interaction (e.g. time-limited, no anticipation of future interaction) and those that encourage interpersonal interaction (e.g. time-unlimited, anticipation of future interaction). Indeed, Walther argues that: ‘There are several instances in which CMC has surpassed the level of affection and emotion of parallel FtF [face-to-face] interaction’ (Walther, 1996, p.17). He termed this phenomenon hyperpersonal communication.

According to Walther’s (1996) model, hyperpersonal interaction is created by four main factors. First, because many online communicants share a social categorization (e.g. Open University student), they will also tend to perceive greater similarity between themselves and their conversational partner. As we tend to like those whom we see as similar to ourselves, people communicating online will be predisposed toward liking their communication partners.

Second, the sender of a message can optimize their self-presentation – that is, they can present themselves in a more positive light than they might be able to face-to-face because they don’t have to worry about their nonverbal behaviour. Walther recalls the phrase ‘the waist is a terrible thing to mind’ in arguing that being freed from having to allocate scarce mental resources to controlling our visual cues and appearance means that we can allocate more resources to message construction – again, leading to a more positive impression being conveyed to the recipient (see Figure 6.3). Walther also suggests that being freed from concerns about our appearance might be linked to a heightening of focus on our own inner self. This would mean that messages sent during CMC would include more content about personal feelings and thoughts, and that the senders might be more in touch with their self-ideals (again, helping with their self-presentation).

A third factor in hyperpersonal communication is the format of the CMC. Walther argues that asynchronous CMC (e.g. email) is more likely to lead to hyperpersonal interaction because the communicants: (a) can devote a special time slot to CMC, rather than being distracted by other goings on; (b) can spend more time composing/editing the message; (c) can mix social and task-oriented messages; and (d) do not need to use up cognitive resources answering immediately, so can pay more attention to the message.
The final factor Walther invokes is a feedback loop that causes these effects to be magnified through social interaction (see Figure 6.3). As the interaction progresses, so the inflated positive impressions will be magnified as the communicators seek to confirm their initial impressions, and in turn respond to the positive impressions conveyed by their partners (Walther, 1996).

Walther's model of hyperpersonal communication relies on visual anonymity and asynchronous communication. Indeed, Walther (1999) warns against the trend to plug video cameras into PCs, arguing that visual cues detract from social impressions during CMC. For instance, Walther et al. (1999) report that long-term CMC groups show lower attraction and affinity if they have seen a still picture of their fellow participants. One other factor that might be involved in hyperpersonal CMC is self-disclosure – the tendency to tell someone intimate facts about yourself.
argues that people will reveal more intimate details about themselves in this medium. Similarly, Wallace (1999) argues that, ‘The tendency to disclose more to a computer ... is an important ingredient of what seems to be happening on the Internet’ (1999, p.151). Self-disclosure has been studied in a number of different settings using computers. For example, in the medical field:

- Psychiatric patients have reported more symptoms and undesirable behaviours when interviewed by computer rather than face-to-face (Greist et al., 1973).
- Clients at a sexually transmitted disease clinic reported more sexual partners, more previous visits to an STD clinic, and more symptoms to a computer than to a doctor (Robinson and West, 1992).
- Pre-clinical psychiatric interviews conducted using CMC compared with face-to-face yield more honest, candid answers (Ferriter, 1993).

Other contexts also suggest similar findings:

- People report high levels of self-disclosure to online friends and romantic partners (Parks and Floyd, 1996).
- In a study of ‘coming out on the Internet’, McKenna and Bargh (1998) argue that participation in online newsgroups gives people the benefit of ‘disclosing a long secret part of one’s self’ (1998, p.682).
- Compared with a pencil-and-paper survey, answers to an electronic survey are less socially desirable and lead to the disclosure of more information about the self (Kiesler and Sproull, 1986).

Box 6.3 describes how self-disclosure can be investigated.

6.3 Self-disclosure, anonymity and self-awareness

Joinson (2001) conducted three studies to answer the questions:

- Is self-disclosure higher when people interact by CMC rather than face-to-face?
- Does self-disclosure increase when those communicating cannot see each other?
- What is the role of private and public self-awareness in self-disclosure during CMC?

The methodology was virtually identical for each experiment: participants who had not previously met arrived separately at the psychology laboratory, and were seated in a cubicle with a ‘chat’ program running on a computer. In pairs, they were then given a dilemma to discuss (‘Which five people should be saved in the event of a nuclear war?’). Face-to-face participants sat opposite each other in the same room and discussed the same dilemma. Their conversations were recorded and subsequently transcribed. Two independent raters (who were blind to group
status) examined the transcribed discussions and measured the extent of participant self-disclosure.

**Experiment 1:** In this experiment there were two conditions: 20 pairs discussed the dilemma, either face-to-face or using the computers. In this experiment, the CMC participants disclosed four times as much information about themselves as the face-to-face participants.

**Experiment 2:** In this experiment, there were again two conditions: 20 new pairs discussed the dilemma using CMC, while either visually anonymous or when they could see the other participant via a video link. As predicted, very little was disclosed in the video link condition (0.63 disclosures per condition on average), while those in the visually anonymous condition disclosed significantly more (3.05 disclosures on average).

**Experiment 3:** In this experiment, participants’ level of self-awareness was manipulated. Public self-awareness (concern about others’ impressions) was either increased by using a video link and an expectation that the pairs would meet, or reduced by using a darkened corridor and lack of video link. Private self-awareness (focus on your own self) was either increased by showing participants pictures of themselves, or reduced by showing them a cartoon. The results showed that the highest level of self-disclosure was when participants experienced increased private self-focus alongside reduced public self-awareness, implying that when people use CMC to disclose large amounts of information they might be experiencing these states interacting together. Another striking aspect of these studies was that they have all the elements – limited time, lack of anticipated interaction, synchronous communication – that Walther argues would tend to reduce social communication.

Joinson concluded that one of the major causes of hyperpersonal interaction during CMC is heightened self-disclosure, which is likely to be caused by CMC leading to reduced public self-awareness and increased private self-awareness (Matheson and Zanna, 1988). Because self-disclosure tends to be reciprocated, and is the foundation of trust and intimacy in a relationship, Joinson argues that high levels of self-disclosure will lead to high levels of affiliation and liking in CMC groups.

**Activity 6.5**

Make a list of the people to whom you disclose intimate information about yourself. Next to each person’s name, write: (a) the type of information you disclose (e.g. about your feelings, problems and so on); and (b) whether you would be happy to tell that person everything about yourself, or would be selective about your choice of what to disclose.
Looking at your list, the first thing you might consider is the number of people you self-disclose to. Presumably people in your family or close friends are on the list. There might even be someone to whom you’d be happy to tell everything. We would also guess that, although you might be willing to disclose some information about yourself to acquaintances, you would be less likely to reveal intimate details of your life to them. However, there are other factors to take into account – people are sometimes very willing to disclose information about themselves (e.g., to strangers) if there’s little chance of them ever meeting the person to whom the disclosure is being made again. Although disclosing intimacies about yourself usually requires a high level of trust between you and the other person, not all self-disclosure is intimate, and its power comes from your vulnerability – so if you disclose to a stranger, you may not feel vulnerable because you do not expect them to be able to use that information to harm you. If we disclose too early in a social relationship, it can make the other person feel uncomfortable, partly because they feel that they should reciprocate – that is, disclose something intimate back to you.

In this section, we have seen that the affordances new technology provides influence how we interact using that technology – the lack of visual cues has been posited as key in determining the social presence conveyed by a medium, and it has also been implicated in both reduced social communication and increased social communication and affiliation. The study of computer-mediated communication is just beginning to consider why the unique properties of CMC can promote both task-oriented and socially oriented communication, both antisocial and overly prosocial behaviour, both increased self-disclosure and increased control over one’s self-presentation. In the following section, we look at an area, education, where the design of software and CMC environments, as well as the balance between task-oriented and social communication, are crucial.

Summary Section 4

- The social information processing model argues that CMC and face-to-face interaction differ only in the rate of social information exchange, not the quantity. Thus, if given extra time, CMC will be like face-to-face communication.
- An increasing body of work suggests that CMC is more social than face-to-face, right from the word go, and does not support the social information processing model.
- The hyperpersonal communication model suggests that this overly social communication is because of four key factors: shared social categorization, optimizing self-presentation, format of CMC, and the feedback loop.
However, hyperpersonal CMC might not even be constrained by these limits, and might occur in synchronous CMC. For instance, the evidence of heightened self-disclosure in various different CMC formats suggests that hyperpersonal communication might occur in ‘one-shot’ experimental groups and in a variety of medical and other settings.

## Education and computers

Since the mid 1970s, computers have become an increasingly important part of people’s experience of education. Governments across Europe are attempting to increase access to computer technology in schools and, in the UK, the appropriate use of this technology is one of the features being built into a definition of student ‘graduateness’.

Over the years there have been a variety of visions for the use of computers in educational settings. Initially, many of these focused on the potential of computer technology to support individual learners, perhaps because the technology was seen as perfect for matching the teaching to the existing level of performance and perceived needs of the learner, so called contingent instruction.

Psychologists and educationalists who advocated an associationist model of learning (see Book 1, Chapter 3, Section 2) believed that the computer had the potential to deliver carefully tailored contingent instruction which enabled individual learners to be taught at their own pace and at an appropriate level. Software designers set about producing programs that guided learners through educational activities by breaking them down into small, incremental steps. Such programs rely heavily on repetition and schedules of reward and feedback, which is why this particular kind of software became known as ‘drill and practice software’. This software was, and continues to be, popular for teaching skills such as basic arithmetic where practice is seen as being necessary if the requisite skills are to be acquired.

But there are other ways, besides providing opportunities for practice, in which computer technology can be used to support the individual learner. Let’s explore some of these by thinking about your own experience of working with the software provided as part of this course.
Activity 6.6

The *EPoCH* and *Sensation and Perception* computer programs have been especially written for DSE212. How do they differ from one another? How have these differences influenced how and what you have learnt from each one? Which package do you prefer and why?

**Comment**

The two programs differ in a number of respects, and some of these are summarized below.

<table>
<thead>
<tr>
<th></th>
<th>EPoCH</th>
<th>Sensation and Perception</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covers the whole course</td>
<td>Applies to just one topic</td>
<td></td>
</tr>
<tr>
<td>Students can ‘explore’ relatively freely</td>
<td>Has a recommended path through the information</td>
<td></td>
</tr>
<tr>
<td>Uses a database to store information and allows new links between information to be found by students</td>
<td>Uses multimedia software to create preset links between information</td>
<td></td>
</tr>
<tr>
<td>Very little use of voice</td>
<td>Frequent voice-overs</td>
<td></td>
</tr>
<tr>
<td>Few interactive examples</td>
<td>Several interactive examples</td>
<td></td>
</tr>
</tbody>
</table>

What is striking is that these programs offer different ways of interacting with the course material. For example, *EPoCH* affords almost endless investigations of the data and searches of the database. *Sensation and Perception* allows some movement between the ‘pages’, but the material presented is predetermined partly by the authors – so what you see is what is decided for you to some extent.

This difference reflects the different pedagogic aims of the two CD-ROMs. The aim of *EPoCH* is to allow an exploration of the history and development of psychology and to encourage you to consider the context in which ideas form. *EPoCH* supports a form of ‘discovery learning’ in which, through exploring a rich environment, you learn by finding out things for yourself. The *Sensation and Perception* CD-ROM, by contrast, is designed to present material rather like in an illustrated lecture, book or a television programme, and it is explicitly designed to teach specific ideas, concepts and theories directly. As with *EPoCH* you are interacting with the material, but the way in which you do so is highly structured by the authors of the software. Neither of these two approaches can be said to be better than the other. Rather, they serve different purposes and people vary in the ways in which they prefer to learn – some may favour the exploratory approach of *EPoCH*, others the more overtly structured learning experience offered by *Sensation and Perception*.

Much of this chapter has been about the potential of new technologies to support both social and task-oriented interactions. How does this apply in
educational settings? There is evidence to suggest that, whilst it is not a panacea, interacting around the computer can be a particularly productive way of learning (Light and Littleton, 1999). We saw some evidence for this claim in Section 4 of Chapter 3 in Book 1. Neil Mercer’s analyses of children interacting around a historical simulation package demonstrated how the computer can provide a valuable focus for learners’ joint activity and discussion (Mercer, 1995). However, the computer is also capable of mediating learning relationships in new ways. It is not only capable of supporting collaborative endeavour, it also has the potential to transform the ways in which collaborative activity is organized, creating new educational opportunities and environments. A good example of this is the opportunities for learning that arise within CMC.

A student participating in a computer conference

Computer technology enables large numbers of learners to communicate with one another despite being separated in time and space. At university level, for example, the possibilities offered by computer-mediated communication have resulted in the development of so called ‘virtual learning environments’ (VLEs) where tutors and students interact using electronic conferencing systems. Using Internet connections they can log on to discussion zones to take part in ongoing debates or initiate ones of their own. They can read and digest the comments of other participants in the conference and then ‘post’ their own contribution for others to respond to in due course. Such discussions can extend over a period of days or weeks because the record of their progress is available whenever participants are able to access them.
These virtual learning environments have become increasingly popular, in the UK at least. One practical reason for this is the growth in student numbers in higher education and the need to provide alternatives to face-to-face teaching (as indeed we offer with the online project course DZX222 associated with DSE212). But, CMC is also seen to offer pedagogic and psychological benefits by encouraging peer-to-peer communication. In the rest of this section we will outline these benefits as well as highlighting some of the problems which may arise.

5.1 CMC in education

The traditional face-to-face university tutorial has been described as having an ‘Initiation-Response-Evaluation’ (I-R-E) structure (Beattie, 1982). The tutor asks a student a question, the student replies, and the tutor comments on that answer. In this model, the tendency is for the tutor to dominate the discussion, and opportunities for other forms of interaction – for instance, with other students – are thus minimal. A number of researchers (see Tolmie and Boyle, 2000) have argued that, by contrast, CMC encourages higher levels of peer-based interaction and that this type of interaction is particularly valuable for learning. However, while CMC may well enable such interactions to take place, whether or not they do may well depend on the expectations of the students and their previous learning experiences.

In Section 4 of Book 1, Chapter 3, you were introduced to the idea that learning can be seen as a process of enculturation. Students have to ‘learn how to learn’ in school contexts. They have to learn how to participate in the practices of the school and use forms of ‘schooled discourse’. So, given that much classroom talk conforms to the classic I-R-E structure described above (Edwards and Mercer, 1987), it is perhaps not surprising that many students in UK higher education appear to be accustomed to having the tutor or teacher in control of what they say and do, and expect them to ‘take the lead’.

Even when CMC systems are set up explicitly to encourage interaction between students, it is not uncommon for the tutor to contribute the majority of items to the discussion and for the I-R-E model to establish itself in CMC environments. For example, Light et al. (2000) observed that students who were given the opportunity to engage in peer discussion in an innovative computer environment nevertheless waited in expectation of the ‘proper answer’ from the lecturer.

It is also clear that the same issues of self-presentation and social comparison, which are significant in face-to-face contexts, are also important to students engaged in CMC discussions. Light and Light (1999) noted how the psychology students they studied felt exposed putting their ideas or questions into writing, and the permanent visibility of their contributions within the computer conference associated with the module was a source of anxiety for many. They
feared that they might be criticized: ‘Trying to express an opinion on something you don’t know much about anyway can be a bit daunting when the whole world can see you making a real wally of yourself’ (Light and Light, 1999, p.171). The notion of personal criticism was not clearly distinguished from criticism of ideas. The students were also intensely interested in, and sensitive to, their own ability and the quality of their work relative to their peers. Messages posted to the conference were often used as a source of informal ‘feedback’ or a means of gauging ‘what level everyone is on’. Such social comparison is unsurprising. From a very early age learners are highly skilled at making sense of educational contexts and activities. They talk about learning experiences in terms of ability and effort (Bird, 1994) and are motivated to understand what it means to be a learner and what it means to do and succeed at educational tasks. The social climate of comparison, competition, success, failure and issues of relative status in the classroom rapidly becomes established within the early years of schooling (Crocker and Cheesman, 1988) and remains with students throughout their educational careers.

So, whilst computers undoubtedly have the potential to reorganize learning interactions in a variety of significant ways, the established culture of learning can have a significant impact on the prospects for new CMC initiatives. Existing practices clearly offer resistance to the ‘bolting on’ of new forms of educational technology (Crook and Light, 1999).

One challenge associated with CMC is how to promote the desired interaction between learners. For example, in a study of Open University students using a CMC system, only a third were classified as actively participating (Mason, 1995). And in another study of 3,000 online students, in any one month there were only about 100 who were active contributors to the CMC-based discussions (Morris and Naughton, 1999). Similar low participation rates are reported across a range of CMC experiences (Tolmie and Boyle, 2000).

It is interesting to note that lack of participation seems to be a real problem not only in educational CMC, but also in the workplace. On the other hand, organizations take many steps to reduce social use of email and chat. Perhaps educators and companies need to encourage social communication, while at the same time using the increased levels of participation to achieve learning or workplace objectives.

Despite these problems, many researchers point to the pedagogical benefit of CMC for promoting collaborative learning. For instance, Tolmie and Boyle (2000) argue that disagreements amongst peers mean that, because there is not an authority source, students have to ‘make explicit the basis for their ideas’ (2000, p.121). This type of discussion may lead to ‘conceptual growth’. Tolmie
and Boyle (2000) conclude that, ‘This framework pinpoints the value of asynchronous e-mail exchange: it is not just that it facilitates discussion between students, but that any disagreements which occur will promote growth in understanding ...’ (ibid., p.121).

Whilst there is evidence that students often learn vicariously, by observing other people’s discussions (McKendree et al., 1998), it has also been suggested that CMC systems can be used to improve students’ argumentation skills – for example, by reviewing arguments. In discussing the importance of argumentation, Reader and Joinson (1998) point out that what students usually take from a tutorial discussion are just the conclusions, that are considered to be important. Of greater pedagogical importance, however, is an understanding of the actual processes which led to these conclusions (McKendree et al., 1998). The advent of CMC could thus bring with it a sense of an academic discipline as process rather than product, promoting a shift away from the ‘school ethos’ (Light et al., 2000) to something much more egalitarian between tutor and student. Challenging existing conceptions of the processes of teaching and learning is thus a recurrent theme in studies of CMC. The emphasis is on the desirability of moving away from established ‘delivery models of education, so that “the tutor’s” task becomes that of structuring challenging conversations among a community of learners rather than channelling expertise or knowledge to the student ...’ (Light et al., 2000, p.199).

5.2 Improving educational computing

Many applications of computing to education have been aimed at teaching academic content rather than the critical analysis, evaluation and synthesis of knowledge. Yet if we think about typical examination questions, they usually require students to ‘critically evaluate’ or to ‘compare and contrast’, rather than to ‘write down everything they know about a topic’.

The use of educational CMC raises different concerns, however. For whilst in theory students should achieve ‘conceptual growth’ through text-based discussions, this requires participation and discussion between peers in the first place. One way to encourage this is to bring in assessment of educational CMC, but then fresh problems arise such as ‘What exactly do you assess?’ An alternative way of promoting participation involves allowing contributors to remain anonymous, thus overcoming the fear of appearing to be ‘a wally’. This has been used with mixed results. For example, in Australia, Chester and Gwynne (1998) allowed students to use pseudonyms to try to create ‘hyperpersonal’ interaction in a learning environment. They reported that anonymity ‘allowed students to find a strong and confident voice’, and that, ‘two-thirds of the students rated their participation in the subject as greater than face-to-face classes’ (1998, p.6). Whilst in general there was a strong sense of
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community and a relative lack of antisocial behaviour among these students, there were also some problems. For example, one student using the pseudonym ‘Hashmann’ adopted the persona of a rapper with Black American slang who ‘swore’, wrote in capitals, and flamed other students who made moderate and sensible suggestions (1998, p.8).

One lesson from the work of Chester and Gwynne is how educators beginning to use CMC in teaching can use the psychological processes that occur online to encourage (or discourage) certain types of behaviour.

**Activity 6.7**

How might online psychological processes have been used to discourage the kind of behaviour exhibited by Hashmann? Reflect a moment upon the implications of your suggestions for the more positive behaviours Chester and Gwynne report.

**Comment**

The easiest way to discourage behaviour like that exhibited by Hashmann would be to remove the anonymity allowed to students. However, Chester and Gwynne report that the anonymity they allowed their students was beneficial most of the time. This dilemma mirrors one faced by most people involved in policing Internet behaviour – discouraging negative, antisocial behaviour by making people accountable also risks removing the positive behaviours encouraged by anonymity. There are ways in which it might be possible to retain anonymity and encourage ‘right’ behaviours (for instance, by prompting certain social identities or norms of behaviour). The importance of social identity in CMC is discussed in the next section of this chapter.

**Summary | Section 5**

- There have been different visions relating to the use of computers in educational settings.
- Some of these visions focus on the potential of the computer to support individual learners, whilst others focus on opportunities for promoting collaboration between peers.
- The computer is not only capable of supporting collaborative endeavour, it has the potential to transform the ways in which collaborative activity is organized, creating new educational opportunities and environments.
- Yet whilst the computer has the potential to reorganize learning interactions in various ways, the established culture of learning can impact significantly on the prospect for new CMC initiatives.
There are still important lessons to be learned if students are to be empowered to learn through participation in online interactions with their peers.

6 Group dynamics on the Net

The use of CMC in education illustrates the importance of understanding group behaviour on the Internet for enhancing learning. While CMC would seem to be ideally suited to group work (whether educational or in the workplace), actual implementations are often disappointing. As we outlined earlier in this chapter, a common approach to mediated communication is to argue that a decrease in social cues leads to the medium (and communication) being less social. So, it would be expected that group behaviour on a medium such as the Internet should be hampered. This is certainly one explanation for some of the problems outlined in the previous section. However, work on group polarization during CMC suggests that communication on the Internet is anything but ‘de-socialized’.

6.1 Group polarization and conformity online

A consistent finding from studies of telephone use has been that groups became more extreme in their decision making when discussing using audio or computer links (Reid, 1981; Spears and Lea, 1992). As we have seen, one theory is that CMC encourages more uninhibited, anti-normative behaviour, which leads to a group’s decision becoming more extreme because the balance of persuasive information leans that way.

Spears and Lea (1992) note, however, that many theories of social influence in groups rely, not on the amount and balance of information exchanged, but on the social processes that occur within a group. These processes are called ‘normative influence’ because people are changing their attitudes not because of the strength or number of arguments, but because they are conforming to the group norm. Box 6.4 explores the effects of both group membership and anonymity on this shift in attitudes.
Spears et al. (1990) used a computer-mediated conferencing system to examine the role of anonymity and group membership on group polarization. Groups of three students discussed a series of topics (e.g. ‘All nuclear power stations should be phased out’) using the CMC system. Group membership was manipulated by making salient throughout the experiment either that participants were members of a group, or that they were individuals. Visual anonymity was manipulated either by seating the three participants together in a room, or by seating them in separate cubicles. Before the experiment, all participants completed initial measures of their attitudes to the discussion topics. Before the discussions, participants were also given a booklet that gave the results of a survey of their peers in response to the topics. So, for the first issue they discussed (whether or not ‘Nationalized industries should be sold off’), the participants were informed that ‘32.2 per cent supported the sale of nationalized industries, and 67.8 per cent were against the sale’. Once participants had discussed the topics, they completed the same attitude measure, so that any shift in opinion could be measured.

The results of the experiments were as follows. In the visually anonymous condition, increasing the salience of the group led to a move towards the group norm, while increasing the salience of personal identity led to a shift away from the group norm. It is difficult for the reduced social cues model to account for such findings – in the visually anonymous condition, social context (in the form of group salience) had a marked effect on group polarization. This is not what the reduced social cues approach would predict – for advocates of that approach, visual anonymity is all that should really matter, because their model of group polarization relies solely on people making more extreme arguments. What Spears et al. showed was that CMC does not occur in a social vacuum – instead, people’s reliance on the norms of their group are heightened when a social identity is activated.

Spears and Lea argue that the visual anonymity inherent in most computer-mediated communication will, when a social identity is salient, strengthen the impact of social norms, and hence the normative influence. However, the crucial element here is whether or not the social or normative context supports the salience of a personal or social identity. When a social identity is salient, visual anonymity will increase adherence to group norms. When a personal identity is salient, the same anonymity will reduce the impact of social norms, and increase the person’s adherence to their own personal norms and standards. This model is illustrated in Figure 6.4 overleaf.
Much of the time the Internet is ripe for high levels of conformity. For many people who use the Internet, the codes or norms of behaviour are uncertain. Imagine you go into a café that has just opened, and you sit down to be served. You look over to the other patrons, and see that they are queuing with trays. The likely outcome is that you'll follow their lead – in a new environment you use other people as a guide to how to behave.

There is plenty of evidence that, when new Internet users, referred to as ‘newbies’, enter ‘cyberspace’, there is a concerted effort by experienced users to make them conform to the types of behaviour expected (Wallace, 1999). There are ‘netiquette’ guides with suggested modes of behaviour and newbies are criticized for ‘wrong’ behaviour (e.g. sending personal replies to a mass mailing list, or excessive quotation during discussions). Usually, it takes very little time for new Internet users to grasp the conventions and norms of the new environment, and to behave in accordance with those norms. People who violate the norms of the group are often reprimanded by more experienced users.

Try to think of the last time you entered a new environment where you were uncertain how to behave. It might have been for a new activity, a new job, somewhere on holiday, or beginning an Open University course. Often these occasions cause people a considerable amount of anxiety – and in these situations we’re usually acutely aware that we are using other people to guide our behaviour. Even when in familiar environments we use others’ behaviour to
guide us. Box 6.5 describes how norms were developed over time when a group of students started to communicate via email.

6.5 The development of norms in electronic communication

Postmes et al. (2000) examined the development of norms in groups of students communicating using an electronic mail system. They argued that one of the oversights of social identity approaches to CMC is that the social identities and norms are assumed to pre-exist and to be activated through associating oneself with a group label. The students in their study were taking part in a voluntary computerized statistics course called ‘Dr Stat’. The computer system also provided an email facility to contact other users, something students soon discovered and began using. Postmes et al. hypothesized that, for the students using this email system, the norms they applied to their interactions would develop over time, and would only be applied within a group of students, and not to communication with members of staff at the University.

When they analysed the messages sent by students, their hypotheses were supported. First, over time, the typical type of communication (e.g. humorous or flaming) that characterized a group became more pronounced. So, if a group began by adopting a certain type of communication, this became more marked over time. This suggests that the norms within a CMC group are dynamically socially constructed during the interaction. The second hypothesis, that these norms would be constrained to the participants’ own group, was also supported. When Postmes et al. looked at communication between students and staff, there was no evidence that students applied the norms developed within their own group to their communication with staff members. This finding suggests that the use of normative communication styles within a group was based on social contexts and shared group identity, rather than just learned responses.

6.2 Electronic communities

Spears and Lea’s work indicates that being a member of a computer-based social group can have important psychological consequences. As we have seen, there is pressure toward conformity on the Internet from both the enforcement of codes of behaviour by experienced Internet users and from the increased adherence to group norms when one is visually anonymous. When we add to this the tendency for people with shared interests to group together on the Internet, it should come as no surprise that electronic communities readily spring up in cyberspace.
The traditional notion of a community is usually based on geographical proximity, or in some cases, similar interests or expertise (e.g. the academic community, student community, bridge players). This led to an initial questioning of whether or not a community can exist online, and later whether an online ‘community’ provides the same psychological support as a real-life community (Kraut et al., 1998).

According to Haythornthwaite et al. (1998), ‘The question of whether or not one can find “community” on-line is asked largely by those who do not experience it’ (1998, p.212). Instead, the issue is now how online communities differ from ‘real-life’ (i.e. face-to-face) ones, and in particular whether the benefits of membership of an online community are similar to those of ‘real-life’ community membership.

The most obvious difference between being a member of an electronic and a real-life community is the nature of the membership, both demographically and geographically. While being a Bonsai tree enthusiast may give one a sense of ‘groupness’ in real life with other enthusiasts around the globe, the Internet allows this group to become more than a mental representation of shared interests. And being a member of such a community has a whole series of advantages for its members: it provides a sense of belonging, a support and advice source, and gives its members access to a shared social identity. However, some research from the USA has questioned whether members of online communities benefit in the same way that real-life community members do. In 1998 a group of researchers led by Robert Kraut and Sara Kiesler published the preliminary findings from the HomeNet project at Carnegie Mellon University (Kraut et al., 1998). The HomeNet project gave computers with an Internet connection to 256 people in 93 households in Pittsburgh, Pennsylvania (following withdrawals, the sample was reduced to 169 people in 73 households). They tracked the Internet use and mental well-being of participants in the project over two years. Their conclusion was that: ‘Greater use of the Internet was associated with small, but statistically significant declines in social involvement ... and with increases in loneliness .... Greater use of the Internet was also associated with increases in depression’ (Kraut et al., 1998, p.1028).

Activity 6.8

Write down some of the reasons why using the Internet might make some people more depressed. Keep these reasons in mind when you read the discussion of Kraut et al.’s findings below, and see if your initial thoughts have changed.

These findings not only drew a large amount of media coverage (e.g. ‘Sad, lonely world discovered in Cyberspace’: headline in the New York Times, 30 August 1998), but also a large amount of scrutiny and criticism from
psychologists involved in Internet research. It seemed paradoxical that a medium used mainly for social ends seemed to be de-socializing. One possibility is that the Internet is another technology that tends to ‘privatize’ leisure time (as with other essentially private forms of entertainment like watching television or reading a book), and so people have less time for social activities and involvement. However, Kraut et al. rejected this argument because the ‘major use of the Internet is social’ (1998, p.1029). Moreover, research by the Pew Internet American Life study suggests that Internet use increases social communication within a home, and reduces television watching (Pew Internet and American Life March 2001 Survey). So, using the Internet might replace a private activity with a more sociable one.

Kraut and his colleagues went on to suggest that the ties created between people on the Internet might be generally weak, whereas ties built in real life tend to be strong. A strong tie is characterized by ‘frequent contact, deep feelings of affection and obligation … that generally buffer people from life’s stresses and that lead to better social and psychological outcomes’ (Kraut et al., 1998, p.1019). Conversely, weak network ties are characterized by ‘superficial and easily broken bonds, infrequent contact and narrow focus’ (ibid., p.1019). Thus, although the main use of the Internet in the HomeNet project was for interpersonal communication, the ties that bound these people communicating were weak, and so did not offer the same psychological support as a strong (i.e. face-to-face) tie. For instance, the HomeNet researchers point out that few of their sample made new friends online (although the researcher only seemed to count people as friends if they met face-to-face at some point). They also argue that because online friends aren’t physically close at hand, they are unable to offer tangible support, nor are they likely to understand the ‘context’ for conversation, making discussion more difficult. They present two case studies from their sample which imply that the Internet is not suitable for more delicate/emotional subjects, with participants reverting to the telephone in these situations. In the first case, one participant noticed how, although she liked email contact with her daughter at college, she tended, if she needed to support her daughter when homesick or depressed, to revert to the telephone. In the second case, a clergyman used the Internet to swap sermon ideas, but used the telephone for advice about negotiating his employment contract.

Upon reading the last paragraph, you might be feeling a sense of déjà vu. As we discussed earlier in the chapter, the ‘loss’ approach to the study of mediated communication has a relatively long history. Indeed, Sara Kiesler, one of the key HomeNet researchers, was one of the main proponents of the reduced social cues approach to CMC in the 1980s and early 1990s. However, the HomeNet researchers didn’t expect, or predict, a negative effect of Internet use.
However, the picture is not quite so clear-cut. First, Kraut et al. tend to confuse correlation with causality. It is just as reasonable to suggest that people who were already feeling depressed turned to the Internet, rather than that the Internet caused depression (Shapiro, 1999). For instance, lonely people tend to watch television more than the average non-lonely person (Canary and Spitzberg, 1993), although it is again difficult to disentangle which is cause and which is effect. Without a control condition in the HomeNet project, the experimenters could not tell whether increased Internet use was a cause or an effect of the increased incidence of depression. A second problem was that the HomeNet study involved families with children who were due to enter college. It would be expected that, if your child went to college, there would be both reduced social contact in the home (they have, after all, moved away), while the family might communicate by email more to keep in touch.

A similar problem occurs with the selection of their sample: parents involved in the running of a local school. People who are at an extreme end of a continuum (in this case, community involvement) tend to reduce their involvement over time (a phenomenon called regression to the mean). So, the HomeNet participants would be expected to reduce their involvement in the local community whether they had computers or not. Again, there was no control condition, so it is impossible to say.

Similar criticisms of the HomeNet research were proposed by McKenna and Bargh (2000). They noted that new technology is often associated with fear stories (e.g. there was once a movie called Murder by Television). They also noted that an earlier study, from the same group of researchers (Rimm, 1995), which claimed that the Internet was ‘awash with pornography’, was not only based on false premises and quickly discredited, but the ramifications of the initial press coverage of these faulty results were still being felt (e.g. in the Computer Decency Act in the USA).

There is a clear link here between the importance of psychologists disseminating their findings, and a recognition that public policy can be influenced by the (often superficial) coverage of these findings. Notions such as ‘Internet addiction’ often enter public discourse, and even influence government policy, encouraged by extensive coverage by the press, but supported by little empirical evidence. In the case of Internet addiction, the term was coined by a medical doctor as a tongue-in-cheek swipe at the burgeoning number of addictions sponsored by mental health professionals. In a (so far) unsuccessful attempt to rein in the Internet addiction bandwagon, Walther published his own tongue-in-cheek study of ‘Communication Addiction Disorder’, which he claimed led to people ‘talking too much’. While no-one would suggest that psychologists resist reaching a wider audience through the press, the role of psychologists in helping to set the public agenda is coming under considerable scrutiny. It is also worth
noting that, although psychological methods often strive for objectivity through carefully controlled designs and sophisticated statistical analysis, the choice of hypotheses and the interpretation of results may nevertheless be heavily influenced by the researchers’ own preconceptions. As we’ve also seen, the design of the typical CMC experiment (use of visually anonymous strangers; one-shot, time-limited groups) can have implications for the patterns of interaction that are normally attributed to the medium.

McKenna and Bargh point out in relation to the strength of the results of the HomeNet study that ‘for the entire group of participants, the average reported level of depression after 2 years of being on the Internet was less than it had been before being on the Internet’ (2000, p.59). They also note that, although Kraut et al. are correct in noting that their participants’ local social circle decreased (from 24 to 23 people), their wider social network increased from 25 to 32. So, overall, Internet use seems to be associated with a widening in the number of friends and acquaintances. It is also worth questioning whether a small change (e.g. from 24 to 23) is meaningful even if it is statistically significant.

What are we to make of the HomeNet findings and subsequent criticism? On the one hand, this study neatly illustrates an ideological stance taken by researchers in discussing the psychological impact of new technology (see Box 6.6 overleaf). It also highlights the methodological problems of conceptualizing the nature of a ‘strong’ tie on the Internet. If a romance develops on the Internet, this stronger tie will quite likely lead to a meeting face-to-face. For instance, America Online (AOL) estimates that 10,000 marriages have come about through its online dating service. Once a relationship leads to marriage or cohabitation, it is extremely likely that Internet contact diminishes between the two parties. So, in that sense, the Internet is an enabling technology rather than a replacing one.

In a non-romantic setting, the prevalence of ‘weak’ ties is likely to be relatively high because most groupings on the Internet are based on shared interest, so the focus of any interpersonal communication is likely to be limited. But, as we saw earlier, the combination of shared group membership and visual anonymity can create highly socially motivated behaviours. Perhaps the social network ties are weak in a traditional sense, but the ties that bind a group together in a shared sense of identity are high. Indeed, the impact of a virtual community’s dissolution on the members, discussed in the next section, suggests that this might be the case.
While the existence of online communities is little questioned any more, the impact of the Internet on society in general has been the focus of much controversy. Just as CMC theories tend to stress either the benefits (warm models) or costs (cool models) of CMC, so theorists of the social impact of the Internet tend to stress the potential benefits of the Internet or its dangers. Utopian approaches to the Internet tend to stress its role in bringing together people into communities, increasing opportunity and openness and even accountability and democracy. Meanwhile, dystopian approaches to the Internet stress its potential negative effects for the user (e.g. addiction, attracting paedophiles, cyber affairs, fragmentation of selfhood), and for society as a whole (the disintegration of community, increased depression, cyber terrorists), and conjure up images of lonely Internet users who never leave the house and cannot cope with normal (by which they mean face-to-face) social interaction.

Undoubtedly, both visions of the Internet betray more about the views of the protagonists rather than any ‘real’ or ‘objective’ truth about the future.

6.3 The disintegration of an online community

Elizabeth Reid (1998) has documented the downfall of a virtual community, called JennyMUSH, which was set up for abused women – and relied heavily on trust and intimacy. On one occasion, when the community’s controllers (called ‘Wizards’ because the technology emerged for supporting Dungeons and Dragons games) were offline, one person changed their persona to ‘Daddy’ and began verbally abusing the other members. When the ‘Wizards’ logged on they found all the members of the community collected together in one ‘room’. The Wizards ‘toaded’ the member called ‘Daddy’ (i.e. they removed his or her ability to speak), whereupon the remaining members of the community turned to a vitriolic assault on their tormentor. Reid points out the similarity of this treatment to medieval notions of justice, and concludes by stating that the community never really recovered after this breaking of trust.

A similar breaking of trust is reported by Marc Feldman (2000) in the form of cases of ‘Munchausen by Internet’, where people in online support groups claim illnesses that they do not have. Feldman outlines four such cases. In one, a woman called Barbara posted to a cystic fibrosis support group. Barbara claimed that she was waiting at home to die, and was being cared for by an elder sister (Amy). The group sent many supportive messages to Barbara, and were distressed to learn from Amy that she died a few days later. It was only when the group noticed that Amy shared Barbara’s spelling errors that they questioned the story. Amy admitted to the hoax, and taunted the group for their gullibility. Feldman warns that a common reaction to such cases is for the
online group to split into believers and doubters of the claims, or for people to leave the group in disgust.

Box 6.7 comments on the multiple identities that may be developed by some participants in online communities.

### 6.7 Virtual communities and identity

Elizabeth Reid (1998), who researches and participates in online communities, observes that some users adopt ‘a different persona for every mood and every day of the week’ (1998, p.36). However, Reid sees these multiple selves as operating on a ‘very limited psychological and social plane’ (ibid., p.36). She also notes that a revealed deception within an online community can lead to a feeling of betrayal, especially from those who have formed intimate relationships with the deceiver. She further argues that the tendency to develop an online persona leads to rather sterile communities with a limited range of expression – play-acting a person does not give you access to the range of expression available in real life.

Projecting multiple, fragmented selves into virtual reality is a popular activity on the Internet, and may indeed allow people to explore previously hidden aspects of themselves (Turkle, 1995). But Reid cautions that multiple selves can be damaging to online interaction and the development of meaningful relationships. However, the trend for developing online personae tends to be context dependent, and, whatever the number of multiple selves, they are all in some way linked to an embodied self. In Section 7.2 of this chapter we consider what impact virtual life might have on people’s identities.

Rheingold (1993) suggests that the breaking of trust is the most damaging aspect of virtual communities, and the behaviour most likely to lead to their disintegration. It is interesting to note that many real-life communities seem to survive an act of betrayal by an erstwhile member – suggesting that, on the Internet, trust is particularly important. It also gives some support to the contention of the HomeNet researchers that electronic communities are characterized by weak ties. Box 6.8 explores a related issue, namely the ethics of conducting research on electronic communities.

### 6.8 Ethics and researching online communities

As in most participant observation studies, the key ethical consideration in researching online communities is the issue of consent and whether or not to inform people of their unwitting involvement as research participants. A number of early studies took the approach that behaviour on the Internet was a public broadcast, and as such the participants had effectively given up the right to be informed of a study.
This approach has obvious benefits for the researcher, but when a number of online communities objected to being the guinea pigs for research there was a change in procedure. Now, researchers conducting observation studies online must request the consent of the members. Although this may influence the behaviour of the participants, the need to avoid exploiting such a rich source of data, and potentially breaking the trust of community members, is paramount.

**Summary Section 6**

- Research on social identity suggests that normative influence can be heightened during CMC when group members are visually anonymous and group membership is salient.
- Although it is accepted that electronic communities exist, they may lack the solidity and psychological benefits of real-life communities.
- The impact of the Internet on mental health is unclear: the work of Kraut *et al.* showing a negative impact has been strongly criticized, and there is little evidence for Internet addiction.
- Codes of ethics need to be fully developed for Internet research.

**7 Looking to the future**

We began this discussion of computer-mediated communication with the telephone. We did this for two main reasons: first, because theories developed to account for telephone use have been applied to CMC; and, second, to illustrate the dangers of predicting the impact of new technology on behaviour. Just as it is difficult to imagine the telephone being conceptualized as an ‘electric toy’ with little use beyond one-way broadcasting, so in 100 years time our present conceptions of the possible implications and uses of computer technology may be similarly laughable. With that warning in mind, we will now consider the impact of new technology on the person and society, and plot potential developments and possible psychological effects. Our key assumption is that, despite the Internet becoming ubiquitous, effects of the medium will remain – just as we communicate differently when interacting face-to-face or on the telephone, despite many years of experience of both.
7.1 The role of the environment

In the past, psychology has tended to ignore the physical environment in favour of laboratory studies which take place in, by definition, a ‘non-environment’. This tendency was noted by Brunswik (1956) who argued that, ‘Both historically and systematically psychology has forgotten that is it a science of organism-environment relationship, and has become a science of the organism’ (1956, p.6). However, the role of the physical environment in influencing behaviour has been well documented (e.g. Bell et al., 1996). We would argue that the virtual environment has a similarly profound impact on our behaviour. This impact takes two forms: a direct influence via the affordances a system offers for social interaction and behaviour; and an indirect impact via mediating psychological processes. As such, the design of a virtual environment needs to be as carefully planned as the design of any physical environment. And, just like the design of the built environment, so the design of a virtual environment will have similarly profound implications, not only for what we perceive as possible, but also for how we behave within the boundaries of the technological affordances.

7.2 Computers and the self

As we saw in Chapter 1 of Book 1, on ‘Identities and diversities’, post-modern thinkers have argued that the essentially modernist vision of the self as a unified, essential, internal construct is ill suited to the post-modern world of uncertainty, new media and accelerated access to information (Gergen, 1992). Gergen argues that the growth of communication technology has led to a multitude of voices being heard, and a ‘fragmented’ sense of self. According to Gergen, the issue is not how we re-establish a core sense of self and identity, but rather how we learn to use new technology to ‘play’ with our identity. Similarly, Turkle (1995) argues that the development of the Internet has led to a ‘distributed’ self.

However, as the Internet develops, it has been argued that even the notion of an embodied self might become redundant. The development of both virtual reality and artificial intelligence suggests that we might be able to send avatars (virtual representations of the self) to interact in cyberspace on our behalf (or, indeed, consciously controlled by us). Will this have implications for our sense of self? Certainly, although what these might be is open to debate. What is likely, however, is that there will be an increasing convergence between reality and virtual reality. To an extent this is already happening. For example, at the time of writing this chapter in 2001, a refrigerator that accesses the Internet to order new milk is already on the production line (although whether anyone will want one is another thing entirely). In this sense, a particular focus on the ‘psychology of the Internet’ is likely to become meaningless as increasingly the Internet and computers become an integral, unnoticed part of everyday life.
7.3 Computers, work and learning

Computers, and particularly the Internet, are beginning to change our notion of both work and education, and the artificial boundary between the two. By this stage in the course, you will have realized that the use of information technology in education has both costs and benefits. You lose flexibility of study (unless you take a laptop computer on to the bus), and swapping from book to CD-ROM can be frustrating. On the other hand, you can interact with the course material in a wholly new way. Take the *EPoCH* CD-ROM. This program was designed with two main aims. The first, and most obvious, is to give you information (‘facts’ if you like) about the development of psychology from 1750 to 2000. By using ICT, you have access to video, audio and other pictures to enhance the basic information. However, as we discussed in Section 5, a second aim of the program was to encourage you to think of psychology as a discipline with multiple histories and influences that developed within, and as a reaction to, the wider context. If you look in most psychology textbooks, you will see a ‘history of psychology’ section which is very linear. The use of *EPoCH* allows you to see instead the web of influences and contexts that affected the development of psychology.

More fundamentally, the growth of the Internet (and intranets) has encouraged the notion of ‘lifelong learning’. As organizations encourage the management of knowledge, they are also recognizing the notion of organizational learning – that is, not just individuals taking courses, but rather the whole culture of an organization being focused on acquiring, developing and applying knowledge. The development of corporate universities, as well as increasingly close collaborations between universities and the industrial sector, illustrates this development of thinking. Technology, particularly computers and the Internet, are not only making this possible, but also driving its development.

Fundamentally, the introduction of computer technology into schools, colleges and universities is challenging how we conceptualize learning and education. This has been recognized by the Royal Society for the Arts (RSA) in a report *Redefining Work*:

*In the knowledge age, there will be no premium to be gained from the acquisition of information, for people will have easy access to quantities of information beyond our present ability to grasp. What will be important is the development of critical skills (in all senses) to use information and to evaluate it.*

*(Bayliss, 1998, p.53)*
7.4 Final thoughts

Throughout this chapter we have seen that interaction with, and via, technology involves not just the psychological processes of the individual(s) involved, but also much wider issues such as the role of technology in society, the nature and norms of computer-mediated communication and our notions of what it means to be human. Admittedly, psychological research into the Internet has tended to be fine-grained – especially when looking at communication. This is to be expected – most of the early work was conducted from a cognitive and experimental social psychology perspective. Unfortunately, the emphasis on measurement has tended to leave the (often more important) wider issues to sociologists, cultural and media studies and philosophers. However, in tandem with the changing role of technology in society and our lives, psychologists are beginning to address issues like the social impact of the Internet and the nature of the ‘information society’. In light of the role psychologists played in the development of, for instance, the traditional computer interface, this trend bodes well for a strong voice for psychology, whatever the future brings.

Further reading


Norman discusses the design of everyday objects, and the psychology behind our interactions with them, in a very readable and accessible way. If you ever wondered why you can’t work some seemingly simple objects, this book will tell you.


In this book Johnson discusses the development of computer interfaces and their cultural and psychological impact. Again, very readable.


This was one of the first textbooks on psychology and the Internet. Wallace covers many of the key studies in this developing area, mixing anecdote, observation and experimental evidence adroitly to produce an interesting and well-researched read.
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This chapter offers an overview of theory and research concerned with relationships at work. You may find personal resonance with some of the issues raised here including negative experiences of teamwork, conflicts at work, bullying and unconscious processes influencing work relationships.
Aims

This chapter aims to:

- explore particular relationships within organizations: leaders and followers; relationships within teams and bullying relationships at work
- demonstrate how psychological theory can be applied to the workplace and organizations
- contextualize the current position of occupational psychology by providing a brief historical overview
- reveal the possibilities for research within organizational settings and the constraints operating on researchers.

1 Introduction

1.1 Practical starting points

Why is psychological understanding in workplace settings necessary? All of us come into daily contact with organizations, whether as employees or clients, or consumers being served by organizations. Contact with organizations may take the form of telephone calls (to banks or insurance companies), complaints, or letters from companies informing us of appointments or advertisements selling us products. The list is endless and the contacts need not be face-to-face, as they are in a doctor to patient consultation for example. Increased access to information communication technologies (ICTs), especially the Internet, allows us more opportunity to interface with organizations (see Chapter 6 in this volume). What all of these interactions have in common, however, is that we often relate or respond to an individual who is representing the organization rather than to the organization as a whole. Imagine you have taken a day off work to wait at home for a furniture delivery and it does not turn up. You begin the complaints process by ringing up the company. During a negative interaction when dealing with the individual on the phone (who is often following company procedure in what they say), you might feel frustrated or annoyed at what you perceive as stubbornness. We often forget that the individuals we deal with are part of networks of other relationships that affect how they respond to us. Issues which might be affecting them and their attitude include their relationship with their boss, the people in their team, the opportunities for promotion available to them and, of course, out of work commitments such as family and friends. Therefore, a seemingly random interaction takes on new meaning if we consider workplaces as potentially rich
in psychological understanding. Occupational psychology takes up this challenge and explores behaviour in the workplace. It is a sub-discipline of psychology that covers topics ranging from training and staff development to human–computer interaction.

**Activity 7.1**

Since beginning DSE212 your knowledge of psychology has grown. Consider an encounter you have recently had with an organization by letter, telephone call or email. Could you use psychological theory to explain or interpret the interaction?

The field of occupational psychology is vast and so a comprehensive summary is inappropriate in this context. Rather, a selection of theories and questions will be used to frame the chapter. We focus on particular sets of relationships within the workplace: those of leaders within organizations; those within work teams and the problem of bullying. The rationale for the choice of these topics will become clearer as we move through the chapter, although the main linking theme is relationships. However, as we explore the literature on how psychology has been applied in the workplace, it will become clear that very little of this work has itself directly explored relationships.

The terms ‘occupational psychology’, ‘organizational psychology’, ‘industrial psychology’ and ‘work psychology’ arise from different traditions in different countries. Historically, in Britain, ‘occupational psychology’ is the preferred term while in the US, ‘organizational psychology’ is commonly used. However, while this chapter is being written the section of occupational psychologists within the British Psychological Society is debating whether to change its name to encompass the terms ‘work’ and ‘organizational psychology’. Advocates claim that in the ‘new’ world of work psychologists trained in occupational psychology need to compete with other ‘people practitioners’ (such as management consultants or personnel managers), and retain a distinct identity.

The overall aim of this chapter is to explore how psychological theory can be applied in a ‘real life’ setting – the workplace. The chapter begins by providing a historical outline of the research traditions that inform occupational psychology, those of **scientific management** and **human relations**. This sets the context for understanding how relationships at work (the emotional interests of employees) were not taken into account in early studies concerning the workplace, but were later ‘discovered’ and researched. The chapter then explores three areas of interest within organizations: leaders; teams and
bullying. Section 5 on unconscious processes explores the ways in which psychodynamic theory might be applied to each of these three areas. To conclude, we look at the context in which organizational research and practice is undertaken.

A key concern of this chapter is to keep you engaged with the material. As adult learners at the Open University you should have organizational experiences to draw on, such as remote or face-to-face contact with tutors, staff based at Walton Hall, regional staff and fellow students. Moreover, you will undoubtedly have other organizational experiences to help put some of the theories covered here in context. In this chapter the terms ‘organizations’ and ‘workplaces’ are used interchangeably as this is in line with occupational psychology’s focus on paid work. That said, workplaces encompass a variety of contexts from homes to institutions, so feel free to draw upon those experiences that seem the most fruitful when tackling the activities.

1.2 Theoretical starting points

There are three assumptions that underpin this chapter and require clarification. First, organizations are dynamic contexts with histories. In order to understand current practices within occupational psychology we need to engage with historical context. The notion of ‘alternative histories’ is also important because theorists have diverse and often very different constructions of how occupational psychology as a discipline, has developed. Wendy Hollway’s (1991) claim is that knowledge from work and occupational psychology should be understood in the specific social and political context of the time and this can be illustrated by the concept of job satisfaction. Job satisfaction is a twentieth-century phenomenon, previously unthinkable in feudal times (where landowners held power) or in pre-industrial times, where craft workers controlled their own work.

Second, organizations are interpersonal contexts. They provide complex ways of linking people, technology and processes, including many that you have explored throughout the course: social cognition (Book 1, Chapter 7); personality (Book 1, Chapter 5); memory (Book 1, Chapter 8); unconscious processes (Book 1, Chapter 9); learning (Book 1, Chapter 3); identity (Book 1, Chapter 1). While occupational psychology has certainly engaged with some of these topics, areas such as language (Book 2, Chapter 2), ‘race’ and gender (Book 2, Chapter 3), have only recently been touched upon.

Third, work takes many forms. The domain of work might be an area many of you have access to and an interest in. Although occupational psychology has
engaged primarily with paid work, the experiences you may draw upon include paid and unpaid work, or contact with organizations in other capacities (e.g. voluntary work, parents’ organizations, community settings). The narrative of this chapter recognizes that ‘work’ (however defined) takes place in a variety of settings, from domestic to community. The challenge of this chapter is to enable you to explore how theories and approaches used in psychology can be extended to understandings of behaviour at work in general across these different settings.

Occupational psychology deals with organizational issues within the workplace. What exactly is an organization and what constitutes work? While this question seems simple to answer, if you reflect upon the different types of organizational settings you have come across and the different understandings of work then you will see that these concepts are rather complex. Box 7.1 illustrates how psychologists have viewed organizations.

### 7.1 Defining organizations

Organizations are difficult to define and as in other areas of psychology, it becomes necessary to draw upon several perspectives to understand them. It is easier to label a petrochemical company as an organization than consider a church to be an organization. Organizations can be defined as ‘social arrangements for the controlled performance of collective goals’ (Buchanan and Huczynski, 1991, p.7). It is precisely this concern with performance and the need for control that distinguishes organizations from other forms of social arrangements, such as the family. We shall see in this chapter that control and power over resources are key issues for organizations. The social arrangements in organizations are rarely democratically distributed among members – certain members hold positions from which they can control and coordinate the activities of others in the interests of the organization. The above definition is one view of organizations. Theorists such as Morgan (1986) argue that a multi-perspective view of organizations is necessary. In [*Images of Organizations*](#), he presents eight metaphors to understand organizations as:

- machines
- biological organisms
- human brains
- cultures or subcultures
- political systems
- psychic prisons
- systems of change and transformation
- instruments of domination.

These metaphors can be used to classify organizations or view them in different ways. Metaphors can be useful devices, particularly when it is difficult to find satisfactory ways to understand ideas. These organizational metaphors help to critically evaluate the dominant ways of viewing organizations. The machine metaphor is probably the most widely used representation that people share when asked ‘what is an
organization?” The concept of a machine with regulated inputs, running to clockwork efficiency is a common notion. Images of industrial organizations that manufacture products come to mind. In contrast, Morgan (1986) points out that other constructions or ways of viewing organizations can be useful. One of the metaphors, organizations as biological systems, draws upon biological theories to consider organizations as systems. Here, complex organizations are viewed in terms of aiming to self-regulate and return to homeostasis (a steady state). These metaphors encourage creativity amongst researchers and managers.

1.3 Work psychology in an historical context

Wendy Hollway (1991) critiques and evaluates the dominant ways of viewing the person at work. In her analysis, she considers the way in which occupational psychologists and other professionals have intervened in the workplace. She notes that the interventions have gradually changed both in scope and focus. At the beginning of the twentieth century the focus was solely on the individual, around the middle of the century concern shifted to the social level, and at the end of the century to the organizational level. In the first two phases ‘factory hands’ and the ‘sentimental worker’, were used to describe the model of the person being used within these different time periods.

Much of our understanding about people in workplace settings has been derived from research or consultancy work developed on behalf of managers, and therefore driven by the needs of managers in organizations. Some of the earliest research explored the impact of fatigue upon workers or how best to ‘fit men [sic] to jobs’. While some of these questions may be of relevance to workers,
it is primarily managers who are deciding the agenda and benefiting directly from the research (in terms of lower employee turnover and increased productivity). Therefore, occupational psychology could be viewed as essentially ‘top-down’: that change is imposed from the top of an organization downward. Baritz (1960) noted that organizational consultants and psychologists were effectively ‘servants of power’, they behaved at managers’ bidding. This is clearly one construction or reading of the history of occupational psychology. We shall return to this in Section 6 when we explore research ownership in organizational settings. Others point out that in Britain, the dominant contribution has been a focus on ‘human factors’, looking at safety, shift patterns, time and motion studies (e.g. Shimmin and Wallis, 1994). This approach differs from both ‘scientific management’ and ‘human relations’ (see Section 1.5).

1.4 Levels of analysis

The focus of occupational psychology has partially shifted from purely concentrating on the individual to wider issues such as groups and whole organizations. To understand behaviour in organizations fully, we must consider three levels of analysis, processes occurring within individuals, groups and organizations:

- **Individual level.** We may be interested in what motivates people at work, how they perceive the workplace and their attitudes towards work.
- **Group level.** The picture becomes more complex as interpersonal processes occur. We may want to consider how people communicate, how they work successfully in teams and how groups of people coordinate work.
- **Organizational level.** Concern shifts to organizational structure, the operating environment, and organizational change and the impact on employees.

The notion that a multi-level analysis is necessary in order to understand human behaviour seems fairly obvious in the twenty-first century. You have already been introduced to the benefit of adopting a range of perspectives and levels of analyses when exploring other issues throughout the course.

---

*Levels of analysis is a particular approach to viewing topics of interest within organizations. As you read this chapter, consider whether this is a useful structure. Can topics fit into discrete levels of analysis or is the picture more complex? Leadership, for example, is both an individual and group process. According to some theorists it is a property of the individual, but others believe that leaders can only be understood within a context, in interaction with those they lead and therefore using a group level of analysis.*
1.5 Scientific management and human relations

One of the most influential approaches to studying organizations originated in the US. Frederick W. ‘Speedy’ Taylor (1911) introduced a philosophy of ‘scientific management’. He was an engineer by training, in charge of maintenance at a steel company. He researched the piece rate system and postulated that people were motivated primarily by economic factors. He proposed that there was a link between performance and pay. He carried out ‘time and motion’ studies to ascertain the best way to cut metal and standardize work procedures based on this (hence Taylor’s nickname ‘Speedy’).

Consequently, production workers in manufacturing were paid on the basis of productivity. Workers’ roles were limited, repetitive and boring and managers held much of the system knowledge about manufacturing processes. Only managers had access to the bigger picture, the production line. Workers were confined to workstations, performing tasks that were limited in scope. Supervisors became an important part of the process as they were needed to monitor the system, allocate work and time the process. Taylor’s brand of scientific management created the ‘supramachine’, such as Henry Ford’s assembly line, that ran upon principles of rationalization and, crucially, control.

‘Taylorism’ is inextricably linked with the history of the twentieth century, where workers needed little training to effectively become part of the machine of production. This approach to production, characteristic of a particular period of manufacturing and time within the development of capitalist economies has also been termed ‘Fordism’ (because of its association with Ford car production). Production as a process became detached from the skills and creativity of individual employees. Since jobs were transformed so that skills were not necessary, workers became more easily interchangeable and people were seen as replaceable commodities.

_Owing to the extensive use of machinery and to the division of labour, the work of the proletarians has lost all individual character and consequently, all charm for the workman. He becomes an appendage of the machine, and it is only the most simple, monotonous, and most easily acquired knack, that is required of him._

_(Karl Marx, The Communist Manifesto, 1848/1985, p.31)_

Human relations is a school of thought that emerged as a reaction to these early influential management theories. Elton Mayo (1880–1949) is regarded as the founder of the approach and he argued that individuals needed to fulfil social needs (in addition to pay) through work. Mayo’s early research, which became known as the ‘Hawthorne studies’, emphasized the role of social and group factors in explaining motivation. These studies are outlined in Box 7.2.
The assumptions of the school of human relations predate Maslow’s work on the hierarchy of needs (see Book 1, Chapter 9). Maslow argues that the provision of basic needs is essential for higher order needs to be met. As you read through Box 7.2 reflect upon the similarities between the results of Hawthorne studies and Maslow’s suggestions.

7.2 The Hawthorne studies

This research was carried out between 1924 and 1932 at the Hawthorne works of the Western Electric Company in Chicago. It is credited with being a classic study in the field of workplace motivation and you may have heard references to the ‘Hawthorne effect’ – the notion that behaviour changes as a result of being observed. This extensive piece of research was carried out by three American industrial psychologists: Elton Mayo, Fritz Roethlisberger and William Dickson. It revolutionized social science thinking and paved the way for further research into the impact of social factors on workplace behaviour. Four main research phases can be identified.

Illumination experiments

This study utilized an experimental design (with experimental and control groups) to explore the effect of illumination on productivity. The researchers found that production output was not proportionately related to lighting. Indeed, production even increased when ‘candle-power’ (the form of lighting) was reduced. The study concluded that lighting was only one factor among many and that studying large groups made isolating variables and the subsequent effect upon output very difficult to discern.

Relay assembly test room study

Six female workers were selected and placed in a room separated from the wider workforce. This enabled the research to be more focused. Being isolated from other workers made the researcher’s task easier. The women could choose their co-workers and initially worked a 48-hour week. The researcher monitored the way in which the workers put together small telephone relays, through observation. Notes were made of their conversations and the researcher talked to the women and listened to their complaints. The research questions in this phase were:

- When do employees become tired?
- Are rest pauses useful?
- Is a shorter working day desirable?
- What is the impact of equipment changes?
- Why does production decline in the afternoon?

To address these research questions, changes were made to rest pauses, working hours and refreshment breaks. The length of breaks was initially lengthened and
early finishes to the day added. These benefits were eventually withdrawn. With each successive change, productivity increased. Output increased when rest breaks were added, when early finishes were introduced and even when the women returned to a standard 48-hour week.

There is much controversy over the interpretation of these findings. The women may have felt special in a different room and built up a different relationship with the researcher. In addition, the opportunity to choose their own co-workers may have meant that they worked better as a team. The results of this phase led the researchers to conclude that motivation was not solely linked to money or working conditions but also to group belonging. This led the researchers to explore employee attitudes and the factors that impacted upon these attitudes became more apparent. What is interesting about this research study is the way in which the research developed over time. Having explored the impact of lighting upon productivity, researchers controlled the working environment further by placing a smaller group of workers under observation. In this phase, the experience of being in a group possibly confounds the independent variables such as timing and length of rest pauses. Here, the idea arose that belonging to a group (the social element of working) known as the ‘informal organization’, might also impact upon productivity. To address this question a different methodology is required.

Female workers in the relay assembly test room study

**Interviewing programme**

Managers wanted to find out more about how their employees felt about working conditions, supervisors and their motivation to work. An extensive interviewing process consisting of 20,000 interviews was undertaken. At first, researchers asked highly structured questions on feelings towards work. Later, the questions became more open ended and less directive, with the focus shifting to include non-work
topics such as family and social issues. The information obtained surprised the researchers. Running alongside the formal organization they discovered an informal organization that consisted of a network of employees some of whom were in designated positions of authority. These workers who informally designated themselves as ‘bosses’, controlled the rate of production and imposed a strict hierarchy. Workers were told by these ‘bosses’ to control their rates of production. In addition, the interviews revealed that job satisfaction was a function of many factors, which included the social organization of the company, the status of the individual, the social demands on employees and company policies, the impact of technology and treatment by supervisors. This led the researchers towards a more sophisticated understanding of the employee at work. The discovery of an informal organization also led to the last phase of the research – the Bank Wiring Observation Room study.

**Bank wiring observation room study**

To further explore how social groups influenced behaviour, a group of men (bank wirers) were observed in detail. Three groups, each containing three wirers and a supervisor were observed. Analysis revealed that across these formal groups, informal ‘cliques’ existed with informal leaders. In addition, the cliques developed informal ‘norms’ for work production. Figures given to the management did not tally with the actual work rate and researchers observed that the group worked well below their capacity. Workers were adhering to the following code of norms:

- You should not turn out too much work – ‘rate busters’ are people who turn out too much work.
- You should not turn out too little work – ‘chislers’ turn out too little work.
- You should not tell supervisors anything that might be harmful – ‘squealers’ tell on their workmates.
- You should not attempt to maintain social distance. Even inspectors should not act officiously.

*(Roethlisberger, Dickson and Wright, 1964, p.522)*

The group had agreed explicitly amongst its members what constituted a fair day’s work, since they feared lay-offs or cuts in incentives if work rate increased too much. The output norm was enforced through negative sanctions such as ridicule.

**Conclusions**

Overall, the Hawthorne studies suggest that a number of interpersonal factors are important in explaining work motivation. First, pay and conditions alone do not explain workers’ motivation. Second, a sense of belonging and a need for recognition are important. Third, attitudes towards work are shaped by formal and informal groups. Fourth, the informal group or clique is powerful in motivating workers. It can be seen from the research above that one of the social elements of work – namely the groups individuals are assigned to – can affect motivation, satisfaction and ultimately production.
Historical analyses demonstrate that the development of theories is linked to the social and historical context in which they arise. This is evident in the short history of occupational psychology (around 100 years) in which two approaches can be traced. The first approach is ‘Fordism’ and a preoccupation with efficiency and productivity. The search for ‘perfect’ workers, ‘men who fitted the job’ [sic] aided by the growth of psychological testing and the desire to measure abilities, occurred around a time of social upheaval (First World War). The second approach is an interest in and concern for human relations within organizations. This is also motivated by a desire for increased productivity, but here employee relations are taken into account. The original ‘Hawthorne effect’ (Roethlisberger, Dickson and Wright, 1964), a US phenomenon, was a recognition that people had emotions and feelings which affected the pace of work. This research was progressed by the Tavistock Institute for Human Relations in London (see Box 7.3). Relationships at work were clearly not a prime concern of the scientific management school but they were an important feature of the human relations school. Despite this early focus on the working individual’s interpersonal world however, very little of the research which followed explicitly addressed the nature of relationships at work.

7.3 Organizations as systems

One of the most well-known ideas to come out of the Tavistock Institute was the notion of organizations as systems that contain a number of elements that interact with each other. Eric Trist, one of the researchers at the Institute, introduced the idea that organizations are open systems. In this model organizations are seen as flexible and self-regulating, taking in inputs, transforming them and creating outputs. Furthermore, Trist observed that organizations are socio-technical systems. This means that any production system requires a technical system (the means of making, e.g. the technology) and a social system (the organization of the people who make the system). For example, looking at the Open University as a socio-technical system, there are technical elements and social elements in place to provide good distance education. Technical system components include the planning of courses, the written courses, the timetable, the technology and the regional centres (appropriately located). The social system components include consideration of students’ needs, support networks of students, communication between students, tutors and Walton Hall. Both systems need to be interrelated to provide optimum opportunities for education. When creating work systems, it is important to take both elements into account. One of the most famous studies developing socio-technical systems thinking is Trist and Bamforth’s Longwall mining study (1951). This study, examining coal-mining practices, demonstrated that the introduction of new technology disrupted the self-regulating team ethos that miners were used to. The introduction of new
work procedures enforced individual working, narrowed the mining task and disrupted the social element of work. The Tavistock researchers reintroduced work groups as these were more likely to provide meaningful work, develop responsibility and satisfy human needs. This was indeed the case.

**Summary Section 1**

- Psychological theories can be applied to interpret experiences in organizations.
- Historically, occupational psychology has taken many different forms.
- ‘Scientific management’ focused on the worker achieving efficient production.
- ‘Human relations’ explores workers’ motivations and the informal organization.
- The Hawthorne studies emphasized the social element of work and these ideas have progressed in Britain at the Tavistock Institute.

**2 Leadership: relationships between leaders and workers**

Historically, a considerable amount of research has been conducted on leadership research by occupational psychologists. We will summarize and evaluate this research. Many different approaches have been taken and theories have developed in complexity. We will draw upon research on leadership as well as approaches that explore leadership behaviour as a function of different situations. Are there certain general characteristics or personality traits that make a good leader? Alternatively, is leadership a function not only of the leader, but also of the people who are led and of the situational context?

**Activity 7.2**

Consider some famous leaders in history. What do you think makes them great leaders? How do we judge what constitutes good leadership?

**Comment**

Leaders you may have considered include John F. Kennedy, Mother Theresa, and Nelson Mandela. Good leadership qualities you might have come up with include charisma, power,
and intelligence. The common-sense theories of personality used to describe others are termed implicit personality theories (see Book 1, Chapter 5).

2.1 Leadership traits

The earliest work in this area examined ‘great man’ [sic] theories. Broadly, leadership was defined in this early work as the way in which an individual uses the process of influence over another individual or group. The theories suggested that leadership was concerned with strength of personality. The idea that leadership could be explained solely with reference to a particular type of personality dominated early leadership research. Much early work sought to discover which personality characteristics demarcated leaders from followers, or typified good leaders. The notion of leadership being associated with implicit qualities dominated the 1940s. While early research (later reviewed in Stogdill, 1974) suggested that leaders were taller and more intelligent, it failed to find consistent personality traits which set leaders apart. More recent work, based on meta-analysis (see Book 2, Chapter 1, Section 3.5), suggests that leaders may possess a small number of common traits, but effective leaders are those who can both create vision and implement it (which could potentially be a skill rather than a trait). Lord et al. (1986) carried out empirical research that suggested that leaders were more conservative, dominant, extrovert, intelligent, masculine and better adjusted than non-leaders. Other work indicates that the traits of cognitive ability, drive, honesty, integrity, motivation, persistence, self-confidence and knowledge of business are distinguishing features of great leaders (Kirkpatrick and Locke, 1991). These kinds of models espouse a very particular vision of leadership.
Early leadership work has clear parallels with aspects of personality theory. The individual differences approach to personality assumes that differences between individuals can be explained by a definite number of common traits (see Book 1, Chapter 5).

The ‘great man’ [sic] theories, while suggesting that certain traits are important, cannot provide conclusive evidence to explain what constitutes good leadership and how it works in practice. This is because individual characteristics (personality traits) are not necessarily expressed consistently across all studies and situations. Importantly, environments have an impact on the way in which personality is expressed. Features such as the leadership task and the group’s characteristics may affect the way leaders emerge and behave. Furthermore, many of the studies rely upon self-report measures where leaders assess their own traits, bringing demand characteristics (the implicit nature of test-taking) and the unreliability of self-report measures into question (leaders, as most people, are likely to report socially desirable characteristics). There is also a design flaw inherent in the method. It is possible that some of the traits described have been developed by being in the leadership role, thus, the role itself demands the development of these traits. The early search for consistent leadership characteristics proved elusive. Would it be more valid to enquire about appropriate leadership styles?

The references to ‘great man’ [sic] theories of leadership and the dominance of men in early theories generally is worth considering. Firstly, leadership has historically been linked with masculinity. Secondly, the historic gender imbalance in the workforce was taken for granted as men occupied paid work arenas and women maintained the home. The gender segregation of work sees divisions between paid and unpaid work. These contribute further to income and status inequality.

2.2 Leadership styles

In contrast to the trait approach, the style approach identifies and describes the behaviour of leaders; that is, what leaders do rather than how they describe themselves. During the 1960s, research at Michigan University identified behavioural differences between effective and ineffective leaders. The studies indicated that effective leaders tended to be more employee-centred and more concerned about the welfare of subordinates, whereas ineffective
leaders tended to employ a more task-centred approach (a concern with the job in hand). It was suggested that leaders employed either a person-centred or a task-centred approach (but not both). Meanwhile, at Ohio University, research explored the way in which subordinates described the leaders’ style. Much of the work took place in relation to military leaders, asking subordinates to fill in questionnaires. Four main factors were identified by the research:

1. **Consideration.** The way in which leaders and subordinates related to each other.
2. **Initiating structure.** The extent to which leaders provided clarity regarding the demands of a role.
3. **Production emphasis.** The extent to which production targets influenced the leader’s behaviour.
4. **Sensitivity.** The extent to which the leader displayed sensitivity to the needs of the followers.

Later studies have focused on two of these factors: (1) consideration (sometimes labelled as ‘relationship-oriented’ or ‘employee-centred’) and (2) initiating structure (labelled as ‘task-oriented’ or ‘production-centred’). The studies mentioned above question whether leaders can employ more than one type of leadership style and which style is more effective. Can effective leaders be concerned with people and tasks? The Ohio study found that considerate leaders were keen to create a pleasant atmosphere and maintain high morale (Stodgill, 1963). But, superiors (those above the managers) saw considerate leaders as less effective because they did not emphasize discipline. In contrast, superiors viewed structuring leaders as highly effective, because they were more concerned with production than employee satisfaction.

Developments of the style approach have combined a concern for people with a concern for tasks. The leadership grid in Figure 7.1 rates concern for people and concern for tasks on a scale (ranging from low to high). Managers can plot their styles on the grid. Blake and McCanse (1991) describe five major leadership styles: team management (focusing on people and task); middle-of-the-road management; impoverished or laissez-faire management (little focus on either); country club management (focusing only on people) and task management (focusing only on the task). The assumption here is that effective leaders combine ‘task-concern’ with ‘people-concern’.

In evaluating the style approach, a number of problems arise. Implying causality between leadership style and work output is difficult as many studies are based upon correlational analysis. Describing leadership style (from the perspective of the subordinate) suggests that leaders employ a uniform style regardless of the person they are managing. It also implies that the
subordinate’s perspective is accurate. In contrast, attribution theory suggests that we explain our own behaviour in terms of context though, interestingly, explain others’ action using stable internal characteristics (see Book 1, Chapter 7). In addition, earlier work such as the Hawthorne studies (see Box 7.2) indicated that informal leadership existed within groups, thus the explicit formally designated leaders within the group may not perform the leadership activities. Moreover, as in the trait approach, this kind of research ignores situational variations – can one style be effective across all situations?

**Activity 7.3**

Can you think of two incidents at work or in an organizational context that involved a leader/manager? Think of one that was handled well (in your opinion), and one that was handled badly. Did the leader/manager display a consistent style of leadership during both these distinct incidents? Could this style be characterized as task-centred or people-centred?

**Comment**

Thinking of leadership across different events is a useful way of contextualizing leadership style theories. Probably, the leader/manager displayed different styles across the incidents.
you considered. If the leader/manager displayed a consistent style, did it work well only in one incident? Styles are rarely effective across all circumstances and we will explore this issue in the next section.

2.3 Contingency theories

Contingency theories suggest that the style or behaviour employed by the leader is contingent upon (depends upon) the circumstances of the situation. We shall explore two contingency models that set out and describe how the situation and the leader’s behaviour interact – Fred Fiedler’s contingency model (1967) and Victor Vroom and Philip Yetton’s normative model (1973).

Fiedler (1967) developed a model of the least preferred co-worker (LPC). The model proposes that leader performance depends on both the leader’s personal characteristics and the degree to which the leader is able to control the situation. The key variable is the LPC and how the leader reacts to this individual. Leaders are asked to numerically rate the person they least enjoy working with on a number of dimensions such as friendliness and pleasantness (on a scale of one to eight). A high score (across the dimensions) indicates that the leader demonstrates a largely positive attitude towards their LPC (and from this, it can be hypothesized an even more positive attitude towards liked co-workers). A low LPC score suggests that the leader views the least preferred co-worker in negative terms. From this analysis, leaders can be identified as either high LPC leaders or low LPC leaders. High LPC leaders are relationship oriented and tend to be more positive, even about people they don’t like, whereas low LPC leaders are focused on task completion. Fiedler’s model also takes into account three contingency variables which determine the amount of control exercised by the leaders in a given situation:

- **Group atmosphere.** The extent to which the group accepts the leader and therefore how likely the group is to be committed to the task.
- **Task structure.** The extent to which the group is clear about the tasks and goals of the group.
- **Position power.** The extent to which the leader can control and administer rewards and punishments.

The favourability of the situation is determined by rating each variable. Fiedler’s model states that leadership situations are considered most favourable when subordinate relations are good, leaders have a strong position of power and the task is highly structured. The model suggests that in extreme situations (most and least favourable) task-oriented leaders (low LPC) will be more favourable. A moderate situation would be one in which subordinate relations are neither good or bad; leaders have neither a strong or weak position power and the task is neither highly structured or unstructured. Fiedler’s model represents a
complex way of mapping out both leader-like behaviours and situational contexts. But how does the leader–LPC rating affect the performance of the group? Looking at the process of leadership alone does not tell us much about the outcome.

![Figure 7.2 Fiedler's Contingency Model Predictions (Source: adapted from Fiedler, 1967)](image)

It is interesting to note the difficulties of doing this kind of research in naturalistic environments. Researchers either have to simulate leadership within a laboratory setting, which increases the reliability and internal validity of the study, or attempt to work in organizations, which increases ecological validity. One of the difficulties of the latter option is that managers, whose job is primarily to produce goods or services, are rarely interested in theories being tested since this will not have an immediate impact upon productivity.

Other contingency models focus on distinct aspects of leadership behaviour. The Vroom–Jago normative model (1988) builds on earlier work by Vroom and Yetton (1973) and explores decision making and the extent to which leaders involve subordinates in decision-making processes. Using a decision tree (see Figure 7.3), this model encourages leaders to address questions about the decision-making task such as time available, subordinates’ commitment and likely acceptance of the decision. This model does not suggest one best style but provides a range of five styles, from autocratic to consultative to group-centred. These are:

- **A1** Decide alone from personal knowledge without discussion.
- **A2** Seek information from subordinates but reach a decision alone.
- **C1** Consult with selected individuals, seeking information, and then decide alone.
- **C2** Consult with the whole group, allowing them to decide.
- **G2** Share the problem with the group and mutually decide what to do.

(Note: A – autocratic; C – consultative; G – group).
This model presents a continuum of autocratic to democratic decision-making behaviour. Furthermore, research has indicated that managers who use diverse methods of decision-making (ranging from democratic to participatory methods) are viewed as more effective. This finding validates the idea that decision-making style can vary with situational demands (Field, 1982).

Contingency models in general address whether one style of leadership is more effective or appropriate than another. However, the models stress different aspects of the leader-subordinate relationship – motivation, least preferred co-worker and decision-making – suggesting that no one style is entirely appropriate for all situations. Rather, behaviour is a complex interaction between the characteristics of the situation and the behaviour of people involved.
2.4 Transactional and transformational leadership

Many of the leadership theories outlined above assume a transactional model of interaction between leaders and followers. Within such a model, relationships are seen in terms of exchange. Interactions or transactions take place where leaders reward, punish, initiate structure, or show consideration only in return for worker effort and motivation. Bass (1985) distinguished between transactional and transformational leadership. The latter is seen as a process whereby leaders and followers are engaged in a process of transformation, potentially raising each other to higher levels of effort through shared values. Transformational leaders try to motivate workers by engaging them fully, participating in developing shared priorities, focusing on the personal development of the individual as well as reward structures. Broadly, transformational leaders are interested in the ‘whole’ employee (not just the work they can produce). Bass’ model of transformational leadership has four components:

- **Individualized consideration.** Leaders individually consider followers’ needs, providing opportunities for growth and training, to enhance self-esteem.
- **Intellectual stimulation.** Leaders inspire creativity and ‘off the wall’ thinking. Followers are persuaded to let their imagination run riot.
- **Inspirational motivation.** Leaders can envision the future and provide an optimistic and realistic portrayal to followers.
- **Idealized influence.** The leader is a role model and followers can easily trust and be impressed by the leader’s charisma.

A final feature of Bass’ model is laissez-faire management where leaders are not involved, largely absent and indifferent to followers: neither transactional nor transformational. The model has generated much empirical research using both measures of leadership effectiveness and follower satisfaction. The Multifactor Leadership Questionnaire (MLQ) allows followers to rate leaders on the dimensions listed above (Bass and Avolio, 1995).

---

Note the change in terminology from subordinates to followers in this model. This shift (like the shift in research reports from ‘subject’ to ‘participant’) reflects changing concepts and societal ideas.

---

Research suggests that laissez-faire leadership is undesirable and the two components most important for satisfaction and effectiveness are idealized influence and inspirational motivation. An issue with this kind of research is again the correlational design used. While idealized influence and inspirational
motivation are associated with satisfaction and effectiveness, no causality can be implied.

It would appear that while leadership is important, it remains rather difficult to define and even harder to measure. Meindl and Ehrlich (1987) make the point that people romanticize leadership, seeing it as more influential than it really is. By focusing on traits, styles or situational contingencies, research fails to measure factors such as group performance or wider organizational structures (such as organizational decision-making) that affect effective management. Meindl (1992) also argues that leadership should be examined in terms of who the followers are rather than in terms of the features of individual leaders. Leadership research is always changing and more recent theories include the relationship process between leaders and their teams rather than looking solely at leader behaviours. However, occupational psychology research continues to search for leader-like qualities and many organizations continue to use personality and cognitive ability testing to select particular individuals to fit managerial jobs.

This search within organizations to find ‘our kind of manager’ has implications for the mix of individuals in organizational settings. Critics have argued that by recruiting managers who are similar to present jobholders, diversity is not enriched. This has clear implications for issues of class, ‘race’, gender, sexuality and disability.

One of the interesting things you may have noticed about leadership as an area of research is the way in which it is studied and the wider historical context. Despite the fact that leadership is all about relating (how leaders relate to followers) little of the research directly explores this. Rather, the process of leadership is theorized as a static one, conceptualized in terms of how leaders consider followers (or vice versa) or how leaders involve followers in decision-making or inspire them. While concepts such as transformational leadership touch on the dynamic nature of the leader/follower relationship, research has not explained the variability involved in managing others. Rather like other relationships (parenting or friendship), the nature of relationships change from day-to-day, and involve different experiences for parties involved. In addition, leadership research (as in other areas of psychology), has failed to come up with the definitive model(s) of good leadership. Yet, the notion of contingency is a useful one to draw upon. Good leadership cannot be prescribed, though certain models of leadership behaviour and decision making are preferred in certain conditions. In the next couple of sections of the chapter, we focus on the behaviour of followers in more detail, exploring teams and workplace bullying.
Summary Section 2

- Early research on leadership explored traits of good leaders.
- Research on the styles of leadership suggests that leaders employ management styles that are task-centred or person-centred.
- The contingency approach to leadership argues that appropriate leadership behaviour is dependent upon the situation. Characteristics explored include decision-making and the least preferred co-worker.
- A model of leadership is transformational leadership. Here motivation and rewards are related to the whole employee not just the work they produce.
- Leadership research is continuing but has so far failed to systematically define what makes a good leader.
- Very little leadership research directly explores the nature of the relationships between leaders and followers.

3 Groups in organizations

Groups or teams of people undertake much of the work in organizational settings. The course you are currently doing (DSE212) is a product of team-working, with collaboration between a core course team, academics at Walton Hall, external consultants, TV production teams and editorial teams. Groupings of people may be formalized, such as committees, project groups or course teams; or informal ‘unofficial’ groups and cliques that influence the pace, quality and output of work. The study of formal work groups has concentrated on the way in which the different sizes, structures and compositions of such groups can affect productivity and satisfaction, and the kinds of roles people play. Much research within groups has been in the area of group dynamics – why and how groups change over time. The Hawthorne studies revealed that it was informal groups rather than management who actually structured work norms and output.

Activity 7.4

The terms ‘group’ and ‘team’ are used interchangeably in the literature although there are some distinct differences. Can you think of some differences? Try and draw up a list to compare with the suggestions in the following sections.
3.1 What are teams and why are they important?

What is a team? Unsworth and West (2000) suggest a number of conditions that need to be fulfilled prior to a group of people being identified as a team. First, people within the group need to have shared goals and need to interact with each other in order to achieve the completion of the goals. Second, each person within the team needs to have a clearly defined role and the team needs an identity within the organization. For example, a production team in a clothing factory has shared goals – numbers of quality garments to produce, expressed in terms of shared production targets. They need to interact with each other as not all members have every skill needed to complete the garment – each has a specialist role or skill (pocket-making, zip-fitting) which relies upon a task being completed by another team member. The team also has a definite identity within the organization. The common-sense notion of a team is one in which members are geographically close to each other, but new forms of technology, such as email and videoconferencing, allow teams to be distributed across the globe. The old adage ‘two heads are better than one’ suggests that creativity is enhanced by having more than one individual on a task. (Think back to the work on collaborative learning in Book 1, Chapter 3, Section 4.) The restructuring of work based on a team is one of the most common job design interventions in organizations. Managers often introduce team-working in order to improve productivity. Gordon (1992) found that eighty-two percent of companies with one hundred or more employees had implemented team-working.

One of the issues with research in this area is when does a group of people become a team? Rather like the group as seen by Social Identity Theory (see Book 1, Chapter 1), teams need to feel they are a team, and share work interdependently.

Despite the popularity of team-working, does it have any effect on outcomes such as productivity and member satisfaction? Mohrman, Cohen and Mohrman (1995) suggest that team-working offers the following benefits:

- Enables companies to develop and produce services and goods in a cost effective manner, while maintaining quality.
- Facilitates more effective organizational learning (and the retention of that learning in terms of skill and training).
- Jobs that used to be performed in sequence by individuals are performed simultaneously by people working in teams, thus saving time.
- Allows information to be linked and integrated in ways not possible for individuals.
Have you been a member of a team at any time? Did you find any benefits from teamwork?

Much research has been carried out into the effects of teamwork on productivity. Applebaum and Batt (1994) reviewed 12 large-scale studies and 185 case studies, concluding that organizational performance had improved in terms of efficiency and quality after the introduction of team-working. However, teams can also generate difficulties. The productivity of a team is often compromised due to ‘process losses’ – the problems associated with coordination of a team and motivating a team (Stroebe and Frey, 1982). Coordination problems occur as task allocation and communication processes are shared and transmitted (or not) across many members. Motivational process losses are effects revealed by social psychologists studying groups of people, often in laboratory settings. As an example, Latane, Williams and Harkins (1979) revealed that people clapped more loudly when measured individually than in a group. This phenomenon is termed **social loafing** and refers to the process whereby individuals exert more effort when measured individually than when working on a group.

Social loafing is a well-documented phenomenon. It can be demonstrated particularly well during brainstorming sessions with laboratory groups. Brainstorming involves a group of people contributing ideas. The ideas are first generated without prejudice and later evaluated. Findings show that while individuals enjoy being innovative with others, they put less effort into a task when responsibility for a task is shared. The number of ideas generated is less and quality is often compromised when individuals brainstorm in groups as opposed to brainstorming on their own. Erez and Somech (1996) explored social loafing by comparing real work teams in kibbutzim and urban settings. (Kibbutzim are collective living arrangements where people work together on shared projects and where group identity is valued. Traditional practices such as parents having sole responsibility for their children, are not followed.) In Erez and Somech’s study, a range of variables were manipulated including goal setting, communication and rewards. They found that social loafing occurred only with the urban participants who were given a ‘do your best’ goal. It did not happen in kibbutzim settings where goals were clear and shared, open communication was encouraged and teamwork was the norm. Their research suggested that specific goals, good communication and incentives for teamwork can eradicate social loafing. Interestingly, further research conducted in diverse cultural contexts has suggested that the social loafing effect is primarily Western and not found universally in China or Israel (Earley, 1987, 1993). In these countries participants worked harder in a group than alone.
Unsworth and West (2000) propose a useful model for examining teams. The model, shown in Figure 7.4, illustrates that inputs (such as the task, the composition, the organizational context and the cultural context) affect the process of the team (defined in terms of leadership, communication, cohesion and decision making) and the effectiveness of the team (outputs). We will briefly explore each of these in turn.

### 3.2 Team inputs

#### Task

The actual task that a team tackles will influence the effectiveness of the team. Some tasks are clearer than others. A car production team, for example, has a more clearly defined task than a team given the job of designing a new magazine. Research on individual motivation theory suggests that tasks can be classified in terms of five core job dimensions: autonomy, variety, significance, identity and feedback (Hackman and Oldham, 1976). This theory has also been used to predict how well teams work together and research suggests that it successfully predicts effectiveness in professional jobs (Campion, Papper and Medsker, 1996) and technical, clerical, management and customer service teams (Cohen, Ledford and Spreitzer, 1996).

#### Composition

Team composition refers to the diversity of individual members who comprise the team. The way in which individuals categorize themselves can affect the performance of the team. Social psychological research in the area of person perception and cognition notes that people regularly classify things, attitudes, people and themselves into identifiable groups for ease of understanding and rapidity of processing (think back to the concept of schema used in Book 1, Chapter 7). People often differentiate between their group (the in-group) based on diverse features such as gender, ‘race’, functional role and other groupings (out-groups).
Think back to the identities chapter (Book 1, Chapter 1) and schema theory (Book 1, Chapter 7). It is difficult to judge people without preconceptions. Moreover, we like to label and identify ourselves in particular ways.

A group of assembly workers may demarcate themselves (the in-group) from the supervisor’s group (the out-group) who are perceived as working for management. Social identity theory (Tajfel, 1978; Tajfel and Turner, 1979) proposes that in-groups not only identify themselves as belonging to the in-group but evaluate themselves using dimensions that maximize the difference between themselves and the out-group, and compare themselves favourably with the out-group (see Book 1, Chapters 1 and 7). Therefore, the way in which team members perceive identities can enhance or impede team functioning.

Activity 7.5

Consider a group or team you have been a member of. How did you classify individual members? Did you use a salient dimension (to you) such as age, parent/non-parent or gender? Did this have any implications for the way in which you interpreted individual contributions or behaviour?

Comment

You may have been a member of a parent/teacher association where the parental identity was all encompassing. Parental voices may have been given priority over teachers’ views.

If a team sees itself as an in-group, sharing a common characteristic, then smooth functioning may occur. However, if gender diversity for example results in exaggerated in-group/out-group behaviour in a team (such as ‘you always side with the women’) then the effectiveness of the team may be compromised. Research seems to suggest that diversity of skills and knowledge is generally good for organizations. For example, Wiersema and Bantel (1992) found in 100 top management teams within manufacturing companies that educational diversity correlated with adaptive organizations and effective strategic change (attributes that are associated with successful organizations). However, work on diverse attributes such as gender, age and
‘race’ suggests that perceived differentiation can cause prejudice and stereotyping and this obviously impacts more strongly upon individuals within organizations (Tajfel, 1978). Overall, there is mixed evidence on the effects of gender and ‘race’ diversity within teams. What might be advantageous from an organizational perspective is not necessarily good from an individual’s standpoint.

Organizational context

The organizational context in which the team works is a crucial determinant of team performance. Organizational features such as reward systems, technical support for the team, the wider organizational climate or culture and internal and external competition can all affect the way the team behaves and works. Many teams operate with shared goals but are rewarded individually, with incentives for individual work. If, for example, individuals are structured within teams but paid individually on a performance basis (e.g. how much business the individual brings into an organization) then this will have detrimental effects on team-working. Organizational climate, the way in which employees perceive the organization, may differ on dimensions such as concern for welfare. Organizations in which team-working is to succeed need a climate characterized by skill development, well-being and support of employees (Mohrman et al., 1995). Competition within the organization also impedes effective teamwork, as teams are forced to expend energy competing with one another rather than working collectively on a task. West and Anderson (1996) found that factors such as support, sharing objectives, allowing participation in a safe way and creating constructive outlets for diverse opinions are all predictors of good team-working. The wider organizational context is also significant. When companies work in highly uncertain economic and legislative environments (for example, the information technology sector), teams are a more effective way of working and greater benefits can accrue to organizations (Cordery, Mueller and Smith, 1991).

Overall, the context in which teams operate is important but consultants, managers and practitioners often continue to emphasize the importance of intra-team processes (such as assertiveness, negotiation or conflict resolution), or finding the right mix of people. Belbin (1981) shows one such example of this kind of work using research on roles and personality of individuals. Belbin’s research proposes that the appropriate selection of individuals and the adequate development of skills can engineer effective teams (see Box 7.4). It is an approach that focuses on individual factors at the expense of contextual factors. There seems to be some resistance to research that proposes training is needed to overcome some of the difficulties of working
together. Perhaps this could be due to the way in which research findings are communicated to practitioners and managers.

### 7.4 Designing an effective team

Meredith Belbin and colleagues conducted a study exploring different management teams in action (Belbin, 1981). Teams consisted of managers from industry participating in a business game (involving strategic decision-making) at a British management college. The research revealed:

- Distinct management styles could be identified. These eight distinct styles were known as eight ‘team roles’.
- The managers routinely adopted one or two of the roles consistently.
- The particular role exhibited by the manager could be predicted through psychometric tests.
- Certain combinations of team roles produced more effective teams.
- Team roles did not necessarily map onto the managers’ previous functional roles (such as accountant), but the mix of roles shared amongst members influenced group effectiveness.
- Contributory factors included individuals’ recognition of their best role and self-awareness of the best contribution they could make.

The roles identified by Belbin were related to the personality and approach of individuals. As each role contributed to group effectiveness, good teams contained all roles. These were, in terms of role and function:

1. **Chair.** Coordinates the activities of the other team members. Tends to listen to contributions, encourage, focus and coordinate the task.
2. **Shaper.** Often the task leader (focusing on task completion), the main function of this individual is to direct the team. The person is outgoing and forceful. Their strength lies in energizing others to perform.
3. **Plant.** This is the creative thinker in the team, however, this role needs to be drawn out. They are often the source of original ideas.
4. **Monitor–evaluator.** This is an analytical role and the individual provides critical thinking in the team. They are good at checking and piloting ideas.
5. **Company worker.** This is the person that focuses on getting the work done. They are practical organizers, transforming ideas into goals and timetables.
6. **Team worker.** Likeable and popular, this person encourages, supports and understands others. They focus on looking after personal relationships in the team.
7. **Completer–finisher.** Relentlessly driven by deadlines, this individual keeps the team on its toes.
8. **Resource investigator.** Keeps in touch with other teams and resources.
Cultural context

Cultural context is also a variable that affects team functioning. Hofstede’s work (1980) amongst 117,000 IBM employees in 40 countries provides an interesting cultural analysis. From survey data, Hofstede classified countries along four dimensions:

- **Individualism–collectivism.** Refers to the way in which people define themselves within a society and the extent to which individualistic identities are favoured over collective identities.
- **Power–distance.** The formality of relationships between workers and bosses. High power distance is characterized by managers being many levels away and hence quite distant from employees.
- **Uncertainty–avoidance.** The way in which ambiguity about the future is handled.
- **Masculinity–femininity.** Focuses on whether achievements (associated with ‘masculinity’) or relationships (associated with ‘femininity’) are valued.

Countries exhibited much variation in these dimensions. Spain demonstrated a culture of high power–distance and high uncertainty–avoidance with a collectivist, feminine culture. Britain was relatively low on power-distance, low in uncertainty–avoidance (therefore prepared to handle ambiguity about the future) and high on individualism and masculinity. Therefore wider cultural value systems existing within countries might influence team processes and change the definition of what it is to be a team. For example, in highly individualistic cultures, team-working may be in opposition to wider cultural norms. Consequently, team-working may be easier to implement in collectivist cultures (Smith and Noakes, 1996).

3.3 Team processes

Team processes can be affected by factors such as task and team composition, which in turn can affect outcomes and team effectiveness.

Leadership

Bass’ (1990) typology of transactional versus transformational leadership outlined in Section 2.4 can be applied within teams. Transactional leaders work by reward and punishment, acting upon mistakes and reacting to problems rather than anticipating them. Transformational leaders work by motivating individuals as a team using charisma, inspirational motivation, intellectual stimulation and individualized consideration (developing individuals as well as teams). The latter style is more beneficial to teams. An alternative to conventional leadership is the concept of self-managing work teams where leadership may be rotated or distributed, depending on the task. Leadership

---

Self-managing work teams

Teams in which leadership is managed within the team. Specialist managers outside the teams are not needed as the teams manage workload independently.
processes, whether an individual role or managed by the team, are clearly important to consider. It is also worth considering the informal leadership processes, as discovered in the Hawthorne studies (see Box 7.2), which although not formally recognized, were shown to be powerful in regulating group norms of output.

**Communication**

Good communication is essential for effective team functioning (Unsworth and West, 2000). However, team communication brings the added difficulties of increased participation and sometimes communication from a distance (email, teleconferencing). Diversity of members (e.g. on gender) and the perceived status of who is giving information or chairing meetings can also affect communication processes.

**Decision-making**

Decision-making is another interpersonal process that can affect teams. The process of decision-making, including identifying the problem, generating solutions, selecting a strategy and implementing it, highlights issues surrounding working collaboratively. Research on brainstorming suggests that creativity may be impeded in groups and evaluating ideas may result in ‘groupthink’ (Janis, 1982).

### 7.5 Groupthink

Groups that are close can become closed. Groups can develop a collective view of their own and groupthink occurs when group members are so closed off to external or competing information, they incorrectly evaluate decision options:

> It is the psychological drive for consensus at any cost that suppresses dissent and appraisal of alternatives in cohesive decision-making groups.

*(Janis, 1982, p.8)*

Members’ strivings for unanimity override the motivation to realistically appraise alternative courses of action. A famous example of groupthink is the Bay of Pigs disaster when US President John F. Kennedy and his expert advisors supported an invasion of Cuba using badly trained exiles. The decision to attack was made without reference to information that predicted failure. Janis (1982) studied the Bay of Pigs invasion plan through documentation and personal accounts, and noted the following symptoms of groupthink:

- **Illusions of invulnerability.** The notion that the group is invulnerable to the potential dangers which might arise if the risky action is followed.
- **Illusion of unanimity.** Participants play up areas of convergence and downplay divergent opinions.
Excessive optimism. Participants feel euphoria regarding the future and the safety of belonging to the group. A newly acquired ‘we’ feeling predominates.

Suppression of personal doubts. Participants feel reluctant to voice concerns or break the consensus of the group. Members tend to self-censor and to discourage deviation from group consensus.

Self-appointed mindguard. Members of the group take on the role of ‘mindguard’, whose job is to protect others from thoughts that might put them off the chosen course of action.

Docility fostered by suave leadership. A suave leader who makes it difficult to question consensus can manipulate the agenda.

Janis also highlighted the consequences of this phenomenon, including poor quality decisions, biased information, and the lack of contingency planning. Groupthink stimulated a body of social psychological research that explored decision-making in groups. It proved largely inconclusive as a distinct phenomenon but decision-making processes continue to be researched.
Research within groups suggests that participation in decision-making is a key factor in implementing decisions and allowing minority dissent to be expressed. Minority dissent allows a voice of conflict to be heard that challenges team dogma (Nemeth and Owens, 1996).

Cohesion

Another important team process is cohesiveness: the attraction, support and liking amongst team members. Mullen and Copper’s work (1994) suggests that effective team performance is more likely to stimulate team cohesion rather than cohesion stimulating subsequent performance. Team climate is the atmosphere within the team. Using primary health care teams, Peiro, Gonzalez and Ramos (1992) examined the way in which team climate affected members’ stress and satisfaction. Individuals were asked to fill in measures of team climate, individual stress and job satisfaction. Team climate scores were aggregated across individuals within a team and then correlated with individual scores on stress and satisfaction measures. A good team climate defined in terms of support, respect for rules, goal related information and innovation was positively related to happy, unstressed, satisfied team members.

3.4 Conclusions

From a brief assessment of the research findings, it can be seen that team-working is a complex phenomenon. Within organizational settings, teams are comprised of diverse individuals with often conflicting motivational needs and attitudes towards work. Teams are affected by the nature of the task, the composition of the team, the wider organizational framework and the culture in which the company operates. Teams are complex in terms of relationships and networks. Little of the research undertaken explores the interpersonal nature of working with others however. Rather, individuals are defined by attributes such as gender, ‘race’, role and these aspects of identity are studied. While there is clearly scope for research which explores relationships at this group level of analysis, research access is a potential barrier. Practitioners and managers are so convinced by the benefits of team-working (the implementation of teams is so widespread) that systematic evaluation is difficult. The issue of research access is discussed further in Section 6. Individuals are commonly placed in teams with little training or support in how to work together. Teams can be useful social groupings and can help protect employees from stress. But, as we shall explore in Section 5, teams can also add to stress. In the next section, we explore a set of problematic relationships that can cause distress to employees – bullying in the workplace.
Summary Section 3

- Teams can be seen as distinct from groups, they have a shared goal requiring interaction, individuals have distinct roles and teams need an identity.
- Team-working is commonly believed to impact positively upon productivity and satisfaction but research shows that it depends upon the effectiveness of the team.
- Teams are affected by inputs such as the clarity of the task, the composition of the team, the surrounding organizational context (such as climate, reward systems) and the cultural context (such as the emphasis on individualism over collectivism).
- Processes within teams such as groupthink, leadership and decision-making can affect team effectiveness.
- Relationships between team members are often considered in terms of team climate, how members perceive one another and their team as a whole.

4 Bullying in the workplace

The archetypal image of the bully is one we generally associate with school days. Children who wield power and torment others are powerful and feared peers. The study of school bullying has been ongoing over two decades, but more recently the term ‘adult bullying’ has become associated with workplaces (Adams and Crawford, 1992; Bassman, 1992). There have been few academic studies exploring bullying at work. Identifying the incidence of bullying is difficult due to the lack of legislation and case law that could define how it might appear in practice. Bullying shares similarities with sexual harassment where the ‘victim’ has to experience harassment and define it accordingly. In this section, we shall explore adult bullying within organizational settings and provide some explanatory frameworks.

4.1 Bullying: a brief overview

Dictionary definitions conceptualize bullying as intimidation, persecution and oppression (both physical and moral).
The way in which we use language and define concepts is clearly a product of culture. Research carried out in Scandinavia and Germany uses terms that translate into ‘mob’ and ‘mobbing’ to distinguish adult bullying from bullying in childhood. The term ‘mobbing’ in the English language tends to be associated with large groups rather than acts perpetrated by one individual.

The field of workplace bullying overlaps into related areas such as harassment, violence at work and discrimination. Most of the work on bullying has been undertaken in Scandinavia where the academic interest mirrors strong public awareness of the concept and laws passed specifically relating to it. In Britain, it is a newer field of study. All the work in this area draws parallels from childhood bullying.

Activity 7.6
How would you define bullying? Can you think of any differences that may distinguish adult bullying from childhood bullying?

Comment
Bullying behaviours you may have thought of include physical violence, verbal abuse, exclusion and blackmail. Indeed in the childhood literature, there is a clear distinction between direct bullying, defined as physical/mental/verbal abuse and indirect bullying, associated with non-overt aggression and social exclusion. The bullying of adults is often different with even more verbal and indirect bullying occurring, and being reported more often, than physical violence.

The workplace is a backdrop against which many emotional battles are fought. This may happen consciously in the form of disputes between unions and management, within teams and between workers and managers. It may also happen unconsciously when emotions get projected onto other workers. Rayner and Hoel (1997) note that the workplace presents much scope for a far more diverse range of tactics and the parameters of what constitutes bullying are broad. They categorize bullying behaviours into the following groupings:

- **Threat to professional status.** Professional humiliation, belittling, accusing others of lack of effort.
- **Threat to personal standing.** Insults, calling of names, intimidation, devaluing with reference to age, gender, sexuality, ‘race’ and/or impairment.
- **Isolation.** Preventing access to opportunities, withholding information, physically or socially isolating.
- **Overwork.** Undue pressure, unrealistic deadlines.
• Destabilization. Failing to give credit, reminders of previous failures, taking away responsibility, meaningless tasks.

While it is possible for anyone who works to experience some of these indicators, the experience of bullying must include three factors: a measure of frequency of the bullying; an impact upon work; and the victim must feel bullied. What is difficult about formally defining bullying (as distinct from general unhappiness at work) is how the bullying fits into the wider organizational culture. Generally, this refers to a shared view of the ‘way things are done’ within the organization. It can therefore act as a screen through which the interpretations of behaviour are filtered. The case study in Box 7.6 illustrates this.

7.6 Case study: bullying or institutional loyalty?

John is a keen young management trainee in a leading food supermarket called Freshleys. He has been employed on a management training programme that eventually should lead to store managerial status. He works a 60-hour week, ostensibly shelf filling, which his boss claims is ‘good for him’. For the first three years John is moved from department to department, shelf filling. He wears a badge with the title of management trainee but often has only one or no people to manage. John is keen to progress in the company but is aware that the Freshleys, way is to start at the bottom doing long hours. The ‘training’ seems to be only on the job and narrow in focus. John is often put under enormous pressure and phoned at home on his days off regarding work related matters such as stock levels. John, however, interprets his manager’s behaviour as totally in keeping with the company way. John’s brother is getting married and John asks for a Saturday off in three months time. The manager denies permission for a Saturday off, saying John’s section is a mess, if he cannot run it while he is there then what will happen when he is away. Moreover, he questions John’s commitment to the company, wanting time off for a wedding. The manager further threatens John by stating if he has the day off, he may have to wait longer for formal training (which is imminent). This should take the form of learning how to merchandize, having full responsibility for a large section of the store and the secondment to other stores for periods of time. John weighs up his options. He can take the day off but he will potentially lose the opportunity to train further and progress in the company. It is only the manager who can put John’s name forward and allow the training to happen. On the other hand, he can forfeit the wedding (missing a big family occasion) and stay on the manager’s ‘right side’. John is in a quandary but, considering the options and in consultation with his family, he interprets the manager’s request as perfectly reasonable. John’s family point out his relative powerlessness within the company and attribute the manager’s behaviour to a ‘personality clash’ or to meeting store requirements. John misses the wedding and eventually gets promoted onto the next level nine months later.
The key issue in the case study in Box 7.6 is the notion of interpretation. Different individuals are likely to have different thresholds of tolerance for the behaviour of others. This in turn affects their perceptions and subsequent reactions. If bullying behaviour is seen as somehow reasonable and acceptable within an organization, then it will not be reported. These definitional issues, together with methodological problems (i.e. it is impossible and highly unethical to manipulate bullying in an applied setting such as the workplace), mean that research into the incidence of bullying, the precursors of bullying and the effects of bullying is largely descriptive and based upon surveys (see Box 7.7).

As you read Box 7.7 reflect upon the diverse types of data used, which were outlined in the Introduction to Book 1 and Methods Booklet 1.

7.7 Methods used to study bullying

In Sweden and Norway where public awareness of bullying is high, the government has funded much research in the area and trade unions have willingly participated in it. Leymann’s (1990) research is dominated by the questionnaire method, whereby an interviewer uses highly structured questions. The research on incidence rates similarly uses victim self-reports through structured interviews. Other research uses postal questionnaires to both blue- and white-collar workers within the public and private sector. In Britain, Rayner (1997) reported on a large survey (1,137 respondents) with only one per cent of the sample not responding. However, the characteristics of the sample – a group of part-time university students – make this a potentially biased sample.

A common characteristic across the research, whether interviewer administered questionnaires or structured interviews, is that the research explores the experience of being bullied. The voices heard are those of the bullied, with the data originating from those who claim to have been bullied. Certain researchers argue that the use of self-reports is too subjective a measure. The voices of the bullies themselves would enhance understanding. A few studies undertaken in penal establishments use a variety of different methods. Here, recorded hearings, staff interviews and inmate interviews permit triangulation of the data.

Box 7.7 details the kinds of methods commonly employed in bullying research. What conclusions can we draw from findings in this area? The two major studies (conducted in Scandinavia) indicate that four to five per cent of employees are bullied for an average period of three years. A British study suggests that 77 per cent of the sample (1,000) had witnessed bullying at work (Rayner, 1997). Half
the sample reported that they had been bullied at work (sometime in their working life) and most victims were in a non-managerial staff position at the time of being bullied. Exploring the gender and status of the bully, women were bullied equally by men and women while men were rarely bullied by women. Around three-quarters of the bullies were line managers or senior line managers. This suggests that bullying is related to power and is a function of status within organizations.

Rayner’s study (1997) also explored the antecedents to bullying. Anecdotal evidence supported in this study suggests that most people experience bullying when they change jobs or get a new manager. While previous anecdotal evidence suggests that individuals are more likely to be singled out and bullied, in Rayner’s study employees reported being bullied in groups (81 per cent). Responses to questions about subsequent action following being bullied suggested that people who had never themselves been bullied anticipated a more proactive reaction from people who had been bullied (such as confronting the bully or consulting with personnel) than people who had themselves experienced bullying. Moreover, 27 per cent of those who had been bullied subsequently left their jobs. However, the data for individuals in larger groups suggests that when groups are bullied, individuals are less likely to leave (12 per cent). Rayner’s study clearly demonstrates the high incidence of workplace bullying. It is difficult to validate some of the findings within a British context due to the paucity of research. However, the findings bear similarities to studies conducted in school settings and in other countries. The finding that women were equally bullied by men and women replicates playground findings. Whether this is due to girls being unsuccessful at bullying boys or boys not wanting to admit to being bullied by girls is unresolved.

In organizational settings, the picture is complicated further since the ratio of men to women in managerial positions is unequal. The effects of bullying and subsequent responses such as leaving the organization, indicated an interesting psychological phenomenon. While bullied individuals are likely to leave their jobs, groups somehow are more resilient. Groups containing more than five individuals manage to protect themselves (or at least their job security). A number of explanations are possible here. One explanation, in line with what has been termed ‘cognitive dissonance theory’, is that individuals can see that others are coping with the bullying and subsequently change their perception of it (Festinger, 1957). It is also possible that ‘groupthink’ (see Box 7.5) is present, with members sharing perceptions of the bullying experience and therefore denying or ignoring its existence (or are less willing to interpret it as bullying).

4.2 The effects of bullying

Bullying affects individuals and organizations. Incidence studies suggest that bullying often results in individuals leaving organizations, with the added cost
to the organization of further recruitment, selection and training of new employees. Some of the Scandinavian research explores the relationship between bullying and the quality of the work environment. As these are correlational studies, they do not show cause and effect, nor predict bullying. There are reported relationships however between a high incidence of bullying and a certain leadership style (i.e. lack of leadership).

Predicting the causes or precursors of bullying is problematic, particularly in terms of research design. While childhood studies of school bullying have occasionally encompassed a longitudinal element, linking child bullies to subsequent adult bullying (Olweus, 1993), research in the adult bullying field is newer and less well developed. Looking at the immediate impact of bullying is more straightforward. Leymann (1990) proposes that one in seven of adult suicides is attributable to bullying. There is also a ‘ripple effect’ of bullying, which incorporates friends and family being affected by the individual who is bullied. Victims of bullying often have difficulty retaining communication or social contact.

**Activity 7.7**

Having briefly considered workplace bullying, think about the psychological theories and concepts that you have come across in this course which seem relevant here. How can bullying be explained?

### 4.3 Parallels between bullying and wider psychological literature

Some of the related research areas include those on aggression and attribution. Social psychology has a long history of exploring aggression, between groups and individuals. The typical experimental paradigm here is to manipulate frustration or aggression in the laboratory between strangers. Transferring this into the workplace poses problems as bullying takes place between people who know each other. However, aspects of learning theory (see Book 1, Chapter 3) may prove interesting in modelling bullying. Another useful area is that of attribution theory, which states that we explain our own negative behaviour with reference to the environment and our circumstances and the negative behaviour of others as being the result of their internal characteristics, such as personality traits (see Book 1, Chapter 7). This may help explain the issue surrounding the subjective reports of bullying where victims perceive managers’ actions as bullying, rather than associated with the job role. This does not mean that self-reports are invalid, rather that bullied employees construe bullying in a particular way.
A related area is that of workplace stress. The effects of stress on employee turnover and sickness are akin to the impact of bullying upon employees. Certain models of stress, such as the transactional model, view stress as a dynamic process between the person and the environment (see Section 2.1, Chapter 1 of this volume). Here, it is the discrepancy between the individual's perceived capability and the stressful situation that results in stress. The bully can intimidate and undermine perceived competence and increase the demands of the job, thereby resulting in stress.

It has also been argued that one way of explaining bullying behaviour is in terms of personality traits, though others reject the individual approach that this explanation takes. Using a wider framework it can be seen that bullying is a social issue best understood as an interaction between individuals and characteristics of social settings.

Think back to Zimbardo’s prison study (see Book 1, Chapter 5, Section 4.2). A mock prison was created and undergraduate students were asked to play roles of prison guards and prisoners. The experiment was prematurely halted because the ‘prison guards’ took on bullying roles. This occurred even though all participants knew it was a mock prison. Bullying was considered by the participants to be an entirely natural part of role play.

Taking a wider framework, one can situate workplace bullying in the historical context of human relations and social dynamics. Strong management and clear hierarchies, alongside the relative powerlessness of the unions may have contributed to the increase in workplace bullying. Organizational structures and cultures are often microcosms of the world outside. The experiences of individuals in organizations are mediated by structures in society, such as economic growth, prosperity and the political climate. It is interesting to note that the first work in this field originated in Scandinavia, a country with a reputation for good employee relations.

4.4 Conclusions

One of the tensions in the literature on workplace bullying is ‘where does the problem lie?’ Is it an individual problem with bullies and victims displaying particular characteristics or vulnerabilities? Personality theory or psychodynamic insights would position traits or attachment as central to understanding the adult bully. Conversely, bullying can be seen as an organizational or societal problem, resulting from changing work conditions and economic structures. Certainly bullying behaviour occurs in work relationships that are breaking down or have failed. It is an example of a
negative relationship. While the problem of bullying becomes an organizational issue when it has an impact on the organization itself, for example in terms of employee turnover, the crux of the problem is again an interpersonal one. As we discovered with leadership and teams, the human element of relating poses problems that are rarely touched upon in psychological research.

Crawford (1997) notes that organizations should be liable for psychological distress caused by working with others. This is a key issue in interpretation – the way that bullying is viewed subsequently affects the intervention proposed. An individual model may propose individual counselling while social theorists may propose reorganization of the workplace. As in other areas of psychology, there can be no clear answers, perspectives vary in their analysis of the causes and impacts of behaviour.

**Summary Section 4**

- Research suggests that workplace bullying is an important issue that has only recently received recognition.
- The literature contains a mixture of anecdotal evidence, studies of incidence reporting, explanations of bullying behaviour and contextual frameworks.
- Definition and recognition are key issues in attempting to define bullying.
- Attitudes towards bullying are both an individual phenomenon (thresholds and attributions) and filtered through organizational cultures.

**5 The unconscious processes in working relationships**

**5.1 Psychoanalysis**

DSE212 introduces you to a number of competing claims, concepts, explanations, perspectives and theories. One major approach to understanding human behaviour that you have already encountered is that of psychoanalysis (see Book 1, Chapter 9 and Book 2, Chapter 3).

*If you feel unsure about the assumptions of psychoanalysis it would be a good idea to return to Book 1, Chapter 9 to familiarize yourself with the definitions and explanations of this perspective.*
Psychoanalytical theories view individuals as constantly torn between internal unconscious forces and external social pressures. A key issue for individuals is how to manage the unconscious processes in order to relate appropriately. A Freudian account postulates a three part structure to personality: the id, ego and superego. The healthy personality has an ego that does an effective job of coping with the urges of the id and the restriction of the superego. The workplace offers a social and psychical context for playing out these dynamic internal relationships. Workplace norms and rules may well inform the superego in terms of disciplining the ego to confront any unconscious drives. Moreover, the ego’s adherence to the reality principle will be informed by the reality of the organizational culture. That said, for Freud the ego is constantly engaged in defending itself against the pleasure principle and unconscious drives, urges and conflicts that have been built up through psychosexual development from childhood to adulthood. The ego and the adult’s adherence to a reality principle means that various ego defence mechanisms are employed in (un)sociable, (un)helpful and (un)healthy ways.

Workplaces encompass a variety of social and interpersonal contexts. What happens within them is never purely harmonious and is open to conflicts. Moreover, the meanings we assign to and derive from these contexts may not always be apparent. Indeed, we form a variety of conscious and unconscious associations and meanings within organizations that may have profound influences on our daily lives and identities. A question often asked about a peer or ourselves at work in relation to an event is, ‘Why did they do that?’ The answer to this question for the psychoanalyst would involve a deep analysis of unconscious processes that are triggered by and direct human behaviour in social and cultural contexts. To search for conscious, rational reasons for workplace behaviour is, according to psychoanalysis, a mistake made by many psychologists. Instead, we are asked to probe how workplace behaviours have their roots in our psychical apparatus, our internal conflicts and our unconscious processes.

5.2 Unconscious processes in teams

In Section 3, we explored the processes between individuals in teams. These processes were explicit interactions, such as decision-making and creativity. In Section 2 we focused on the characteristics of individuals such as traits. An underlying assumption of both these sections was one of conscious processing, that there are clear, conscious processes occurring in teams that can adequately be observed and described. However, from a psychoanalytic perspective, it is possible to address the interrelationships between team members at another level.

Wilfred Bion (1961), a theorist interested in psychoanalytic aspects of group behaviour discerned two group mentalities. Generally speaking these two
mentalities work as processes within groups, represent the unconscious, coexisting though contradictory wishes of members and groups both to face reality (to get on with the task) and to avoid reality. The two mentalities are:

1. **Work group mentality.** A tendency to work on the primary task of the group (primary here defined as the reason the group is working together).

2. **Basic assumption mentality.** A tendency to avoid working on this primary task (perhaps because the conflict could potentially cause psychological distress).

Stokes (1994) takes the example of the staff of a day centre arguing about whether clients (with learning difficulties) should have access to an electric kettle in order to make themselves hot drinks. The argument was posed in terms of normal living (reality or work group mentality) versus the possibility of danger (avoidance, or basic assumption mentality). Stokes observed that the staff group negotiated a position in relation to the issue at hand that veered towards avoidance. Other (unrelated) policy and practice concerns were drawn upon in order to justify the avoidance position – for example, the current difficulties faced by staff when working with angry and potentially violent clients. General concerns about risk were used, such as the potentially for clients to scald themselves while making themselves a mid-morning cup of tea. The ‘normal living’ argument increasingly became a difficult concept to embrace and just when an argument reached a near solution, a new objection would be raised.

In Bion’s terms we have a case where the unconscious conflicts of staff wishing to avoid the issue (now bound up with and associated with empowering clients and promoting potentially risky behaviours) were reduced by the group adopting a basic assumption/avoidance of reality position. Interestingly, Stokes reports on how a group analyst working directly with the group read the group’s ambivalent feelings and encouraged the group to return to the primary task: to explore empowering working relations and practices in the day centre. This was done by an outsider (the analyst) recognizing the harmful feelings and explicitly getting the group both to recognize and challenge their avoidance.

We can probably all think of examples where teams that we have experience of do not focus on the task in hand and other agendas come to the fore. Workload within teams is often an issue that can degenerate into bad feelings about the contribution of some individuals or a backlash against the wider organization. Bion (1961) suggests that when a group is in work group mentality, the focus is on task-completion. However, in basic assumption mentality, unconscious needs of members are directing the agenda of the group. Here, the group veers off the task and focuses on the reduction of anxiety and internal conflicts. The way in which this is done varies according to
the basic assumptions common to all members. Bion explicitly defines these basic assumptions:

- **Basic assumption dependency.** The group behaves as if the primary task is to provide for the needs and wishes of members. The leader’s role is of protector, making the group feel good and protecting them from the actual primary task. The group can become dependent on the leader, fearing development and change. For example, instead of addressing difficult items on an agenda, debates are postponed and put off until the next meeting.

- **Basic assumption fight/flight.** The group focuses on a danger or enemy. The group sees its task as following the leader and waiting for appropriate action. For example, a team in planning work may spend time complaining angrily about rumours of change within their organization, putting off a focus on the planned workload.

- **Basic assumption pairing.** This is based on the collective, unconscious belief that a pairing (sometimes the leader and an external member, or two members) can bring about salvation. By focusing on the future and chosen pairs’ responsibilities, the group can deny the present. So, decisions are vague and futile, as the general argument emerges that better decisions can and will be made in the future.

What is interesting about these three assumptions is the way in which they can impede functioning. A team can become paralysed, in fear of or obsessed with a common enemy and unrealistically hopeful about the future. Moreover, the unconscious dilemmas of the team are transferred onto members who occupy positions of leadership. In Box 7.8 we look more closely at how notions of leadership are influenced in these unconscious conditions of avoidance.

### 7.8 Leadership in basic assumption groups

When groups are working with a basic assumption mentality there is often collusion between ‘followers’ and ‘leaders’: the latter who only become leaders when they can meet the basic assumption demands of the group (or followers):

- In basic assumption dependency the leader must provide for members’ needs.
- In basic assumption fight/flight the leader must identify the enemy and attack or expel.
- In basic assumption pairing the leader must create a brighter future and prevent change happening.

When groups and leaders come together, the group’s unconscious demands will be projected onto the leader so that they identify with the feelings experienced by the group:

- Basic assumption dependency leaders will feel resistance to change and a burden of status and hierarchy – the group feels dependent.
Basic assumption fight/flight leaders are faced with aggression and suspicion from members – rules and procedures become the focus of the group.

Basic assumption pairing leaders are asked for solutions, for alternative futures – the future dominates the present.

Bolton and Zagier Roberts (1994) used a case study to demonstrate how a team deals with absent leadership. A unit that provided services for people with learning difficulties had been without a consultant psychiatrist (the leader) for two years. With no leader to turn to, team members addressed all their concerns at management. The situation became difficult since the management viewed some of the issues to be inconsequential and they began to question the team’s competence.

Eventually a consultant psychiatrist who had been external to the organization was drafted in as leader and met with an extremely angry staff group who felt that the management had consistently ignored them. Indeed, the staff team had become so disenchanted that they had postponed important policy documents until the new psychiatrist arrived. Working with the team over a series of meetings, progress was made. Members began to draft a document and engage with their work. Interestingly, with these more comfortable working relationships a natural leader emerged from within the team (Daphne) and together the group produced some new initiatives. Meanwhile, the Health Authority was restructured and during the transition the meetings stopped. Shortly afterwards Daphne died suddenly. When the meetings restarted, the team felt outraged that the management had sent no note of condolence and a protest letter was drafted. The response from management was, ‘That is what your staff support group is for’ suggesting that this was not a management concern, employees already had avenues of support to pursue. The focus of the meetings once again became centred upon management. The consultant psychiatrist drafted a report outlining this crisis (having discussed the problem both with managers and the team), aiming to close down the consultation process whereby an external psychiatrist temporarily filled the role. Following his withdrawal, the long-standing vacant post was advertised.

In this example, the team is uncomfortable without leadership and the managers’ covert aim was to provide leadership for the team. However, in working with the team (ostensibly on the primary task), the consultant psychiatrist is colluding with the team in denying the management vacuum. Only when the consultant formally withdraws from the organization, can the managers and the team admit their need for a leader (which is subsequently advertised). In order to deal with leadership and other such structures (for example team-working), the authority structures need to be clear. The primary task should be shared and agreed upon. Moreover, leaders and followers need support systems to contain the anxieties arising from work, and deal with processes of change.
Box 7.8 illustrates the complexity of leadership and team processes. Working in organizational settings where we come into contact with others, can stir up anxieties, pain and confusion. We may try to contain much of this (unconsciously) but often organizational practices and relationships between employees and managers are unconsciously structured to defend against anxiety. In the next section bullying is interpreted from a psychoanalytic perspective.

5.3 Psychoanalytic perspectives on bullying at work and beyond

Earlier, in Section 4, we explored the phenomenon of workplace bullying. Some research has applied the principles of psychoanalytic theory to workplace bullying (Crawford, 1997). For example, according to psychoanalytic readings, the workplace bully is likely to be someone who has failed to resolve childhood conflicts successfully. Crawford puts workplace bullying on a continuum that stretches from workplace homicide (a phenomenon in North America), to physical violence, through to sexual harassment and bullying. It is more likely to be aggression without violence – psychological aggression. Potential sites where bullying could occur include the beggar as bully, car driving as bullying (particularly road rage), and groups or gangs taking over public space and forcing others off. The domestic arena is potentially a site for bullying as part of domestic and child abuse. While bullying is widespread and possibly a symptom of wider societal dysfunction, Crawford sees workplace bullying as a sign of organizational dysfunction. It is evidence of conflict within organizations that cannot be contained, ‘the conflict is either seeping to the surface or suddenly spills out’ (Crawford 1997, p.221). Certain types of organizations parade bullies and sanction them – the ‘organizational hatchet man’. Crawford uses an example from the catering industry to demonstrate how the production of good food in highly rated restaurants can be associated with pressure. The well-known chef Raymond Blanc, who once had his nose, cheek and jaw broken when a colleague threw a heavy saucepan at him, comments:

I was thrown into an industry I hardly knew, and used violence not really to hurt people but to hurt their pride. I used verbal violence as well because I was so involved in what I was doing. I couldn’t comprehend how someone could slaughter a dish, how someone could take short cuts. So I reacted to it. But I saw what I was doing and didn’t like myself.

(Hillier, 1995 cited in Crawford, 1997, p.27)

Here, verbal violence is justified with reference to ‘slaughtering’ good food. In the kitchen, the food and dishes are almost humanized in order to make the violence more justified. Cooking becomes a matter of life and death in this
scenario. Catering is only one industry of many where bullying occurs. Anecdotal evidence seems to suggest that organizations with rigid hierarchical structures are likely to have disciplinarian cultures, where the power differentials between employees are handled inhumanely. Organizations as diverse as banks, the civil service, university departments and the Church show incidences of bullying (Crawford, 1997). Moreover, Crawford notes that even within the psychology profession (our own ‘backyard’), there can be an abuse of power (a form of bullying) between tutors and students or therapists and clients. The underlying assumption across all these organizational types is that while organizations continue to defensively distance themselves from the intangible, primitive elements of individuals, these elements often reappear in groups and organizations in the form of bullying. Crawford recommends that organizations need somehow to deal with the unconscious – where envy, rivalry, aggression, revenge and ‘murderous’ feelings become played out in real contexts. In terms of organizational liability therefore, it may be important to emphasize the potential psychological consequences of people working together:

*If no one has any liability for what transpires in the workplace, a free-for-all, you potentially condone organizational tyrannies, battlegrounds seeping with blood, legitimating the dictator, the fool and the weak to have a free hand in the lives of too many good people, with potentially devastating consequences – power exercised irresponsibly, where a workforce can find no peace and the primitive goes unchecked, a legitimate area for troubled human relations. These ideas are basically a discussion about the tension in organizations between the primitive and the mature and the consequence of a tilt in one direction or another.*

(Crawford, 1997, p.224)

Psychodynamic insights into bullying suggest that this psychological violence is a sign of dysfunction, an eruption of the unconscious into the formal organization. Crawford’s suggestion for a remedy is a more explicit agenda that deals with anger and frustration. Crawford’s particular psychoanalytic reading of bullying has focused more on the notion that bullies themselves have at some earlier point been the victims of bullying. The idea here is that the victim experiences the violence, observes the aggressor and then displaces this onto others. A different psychoanalytic reading of bullying might explore how bullies can ‘use’ victims to act out unresolved internal conflicts. One of the strengths of the psychoanalytic approach is the way in which it explicitly deals with relationships between people. For example, rather than explaining conflict in terms of roles or personality or structure, it turns to emotional (and often irrational) unconscious behaviour as an explanatory framework. This is an approach that takes the complexity of relationships and the way we make sense of them (unconsciously) and focuses on relationships as the issue to be tackled.
(rather than for example on team-building, or management skills). The case study in Box 7.8 illustrates the benefit of having an external psychoanalyst who can interpret and work with the problem. However, this area does not lend itself easily to research for a variety of ethical reasons. From a practical viewpoint, many managers are likely to be sceptical of therapy as a valid intervention in the workplace.

**Summary Section 5**

- In this section the psychoanalytic perspective was examined in relation to organizational phenomenon.
- Unconscious processes in organizations can be seen as operating within teams and between leaders and followers.
- Conflict (or lack of) between management and workers within organizations can be understood in terms of unconscious processes within and between these groups.

## A final word: ownership of research findings

Throughout this chapter one of the messages conveyed is the essential messiness and richness of organizations. This makes them difficult places both to access and to research. The traditional view that organizations run along mechanistic, rational lines (inspired by Taylor) is now very much outmoded. As organizations are recognized as dynamic collections of bodies and activities, with colliding agendas and differing needs, explicit tensions and difficulties can be recognized and dealt with. One of the tensions is the notion of ownership – who owns the process of organizational research and practice? There are a variety of stakeholders to consider.

First, in Britain, the sub-discipline of occupational psychology provides a recognizable route to status as a chartered occupational psychologist. Chartered occupational psychologists may choose to practice solely within consultancies and/or use consultancy work for both income and research. The research undertaken usually relies on instruments used in the consultancy, such as psychometric tests, career development profiling or team-building interventions. As consultancies are businesses with salaries, profit and loss accounts (and sometimes shareholders), it is questionable whether research can be neutral or value-free, particularly where evaluations of commercial products are undertaken.
A second stakeholder within research production is the researcher allied to higher education institutions who is carrying out independent or, more likely, funded research. Funding bodies who finance organizational work both shape the direction of research priorities and the way information is disseminated. Researchers working within these boundaries need to satisfy funding councils and participant organizations, while disseminating findings to an academic community. (They also pursue academic careers that depend in part upon publication rates.) Researchers within organizations have decisions to make regarding whose voice is heard. Lawthom (1997) points out that even where different organizational perspectives are represented within a research project, managers often shape or interpret the findings in a particular way (for shareholders or employees). Indeed, the contract negotiated at the beginning of research work is often with a senior manager who can choose if and how to disseminate findings. Therefore it is organizations and usually senior managers who are frequently the biggest stakeholders, acting as gatekeepers for both researchers and consultant/practitioners. As Hollway (1991) and Baritz (1960) noted, managers police the organizational boundaries. They allow access to participants and shape research in line with organizational priorities. As a result research and consultancy priorities are more likely to be managerial in emphasis than worker led. For example, a psychological issue of interest to employees might be negotiating fair salaries and benefit packages. However, senior managers may be more interested in downsizing (or ‘rightsizing’) the organization to make it more economically viable. Box 7.9 highlights the importance of accessing participants within organizational settings.

Finally, a further less obtrusive stakeholder is the consultant who is not a psychologist but may work under the guise of organizational development, organizational consultancy, and personnel development. There are a growing number of practitioners in the ‘people field’, working as personal development consultants and trainers, personnel professionals, organizational development consultants or strategic consultants. These practitioners compete with chartered psychologists in the same domains: training and developing people; facilitating organizational change; creating learning organizations. Therefore chartered psychologists are paradoxically often creating tools and measures that are delivered by other professionals who are not necessarily trained researchers.

### 7.9 Designing appropriate research interventions

If we wanted to systematically evaluate the service provision of nursing in hospitals by measuring patient satisfaction, the research design would be hampered by the nature of the nursing role and ethical consideration to patients. A methodologically rigorous design might employ manipulation of treatment and/or manipulation of
nursing care to assess the felt impact upon patients. Clearly, as a piece of work this is unacceptable in terms of ethical commitments espoused by psychological bodies. One option is to employ a quasi-experimental design, (naturally occurring differences within, in this case, a hospital or Trust). Alternatively, a design may incorporate the same conditions but use participants who were not patients (e.g. student volunteers in laboratory controlled settings). These different research settings pose particular problems of authenticity versus generalizability. The mock up study where students enact patient roles might yield results that may not generalize to a patient population. One of the reasons for this is that participants within organizational settings have a set of emotional commitments and investments that are difficult to replicate in the laboratory. The dynamic nature of organizations brings with it difficult issues and tensions for the researcher and practitioner to work with, morally and ethically.

7 Conclusion

In this chapter we have covered historical and contemporary debates in the application of psychology in the workplace. As organizations consist of people with diverse needs, they can be researched and explored at different levels. This chapter examined issues around leadership. Explanations at this level however, often downplay the relational nature of workplaces. Two further topics, team-working (and group processes) and bullying dealt more explicitly with relationships. For example, the phenomenon of groups of people needing coordination (as in teams) can bring individual needs into conflict with group goals. Considering the unconscious motivational processes occurring within groups provides an alternative framework. Lastly, the notion of intervention in terms of research and practice was examined in organizational settings. Questions of ownership, ethics, rights and power are key issues in considering working with individuals in real settings.

The focus of this chapter has been necessarily broad, ranging from traditional areas of occupational psychology, such as leadership and teams, to newer areas such as bullying. The study of workplace bullying and the practice of applying psychoanalytic understanding to organizations have been less common within occupational psychology. This shift in both what constitutes occupational psychology and the way in which it is approached, has been paralleled by a shift in thinking. Critical thinkers have argued that our concepts of organizations, work and occupations are changing. Indeed, Sims, Fineman and Gabriel (1993) argue for a shift from the concept of the ‘organization’ to ‘organizing’. The latter is seen to embrace meaning-making and social processes where tensions exist between order and disorder, and where unpredictability and anxiety (as opposed to rationality) is ‘managed’ wherever
possible. This much richer definition more easily incorporates the latter two topics covered – bullying and psychodynamic understanding. The management of anxiety, and tensions between order and disorder are prevalent themes within these areas. Both bullying and the application of psychoanalytic theory deal with the social processes in organizations and the interpretation or meaning-making of behaviour.

This chapter has outlined a number of theories that can be used to explain different facets of relationships at work. Hopefully, a good deal of the chapter resonates with your experiences of work and/or your dealings with organizations. One of the key issues to arise from this chapter is a more explicit recognition of the emotional impact organizations can engender in individuals. This chapter may have encouraged you to consider organizations (using Morgan’s metaphors) not only as machines (running to clockwork efficiency), but also as instruments of control (bullying) or psychic prisons (containers of anxiety). The way in which you think about organizations will never be the same again!

Further reading

This text provides an excellent introduction to the main subject areas in occupational/work/organizational psychology.

This text uses metaphors to creatively explore various ways of ‘reading organizations’.

The authors explore the issues associated with bullying in the workplace; they introduce case material and consider real problems.

This recent edition of a classic text provides a collection of essays looking at psychological processes, the study of groups and work teams and the nature of organizations.
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